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PREFACE 

This is the Final Technical Report for the PAMS Engineering Services. The 
effort reported herein was performed during the period of 19 April 1974 
through 14 October 1975. 

The Final Technical Report covers the work performed by Actron, Division 
of McDonnell Douglas Corporation, 700 Royal Oaks Drive, Monrovia, California 
and was submitted in fulfillment of Contract F3O602-74-C-O241 and was 
written by Graham A. Walker. 

Acknowledgement is made here to William G. Duff of Atlantic Research 
Corporation, Alexandria, Virginia of his efforts in the preparation of the 
"Site Evaluation and Propagation Analysis for the Precision Antenna Measure- 
ment Program" which is included as Appendix III to this report. 

The principal contributors to the PAMS Engineering Services were: Program 
Manager, Robert B. Alterman; Project Engineer, Graham A. Walker; Alan D. 
Reed, who did the programming and Marcus Lewinstien who was responsible for 
the system error analysis. 

A special note of appreciation is extended to Mr. M. E. Cook for his 
valuable guidance and support throughout the program. 
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EVALUATION 

This technical report documents the hardware enhancements, software 
programs» analysis efforts, and hardware stu^y concepts which were per- 
formed on the Precision Antenna Measurement System (PAMS) and associated 
airborne instruaentation. The minor hardwar: modification provided ex- 
treme flexibility in system configuration; thereby, enabling custom data 
collection and retrieval which satisfied the users complex test require- 
ments. Detailed studies of calibration/alignment hardware, system error 
analysis, propagation analysis and radar cross section measurements were 
conducted to identify and analyze hardware, software and environmental 
limitations of the system which are evident during dynamic airborne 
antenna evaluations. The hardware study has identified a cross section 
measurement capability, which can be easily integrated into the present 
system configuration at minimal costs. The cross section measurements 
program can be conducted simultaneously while collecting airborne antenna 
patterns or weapon «ystem evaluations. 

f 

\ 
MERTON E. COOK 
Project Engineer 



SECTION I 

INTRODUCTION AND SUMMARY 

1.1 NTRODUCTION 
i 
The PAMS Enginaering Services Program was initialed to provide technical sup- 
port for experimental testing, and dynamic engineering evaluations of airborne 
antenna systems utilising the Precision Antenna Measurement System and associ- 
ated airborne instrumentation. 

The support level included the modification of existing PAMS instrumentation, new 
computer programs. and analyses of the PAMS and its environment.   The program 
also included the operation ard maintenance of the PAMS; however, this aspect 
will not be reported on in this document. 

1.2 SUMMARY 

Section II of this report covers all of the major activities performed under the PAMS 
Engineering Services.   Detailed analyses of the PAMS calibration and alignment, 
error analysis, propagation analysis, and radtr cross section measurements which 
were previously submitted as separate reports are included in this document as 
appendixes I through IV . 

1  : vblanlO 



SECTION II 

PAMS ENGINEERING SERVICES 

2.! TECHNICAL SUPPORT 

Th" Ünprineering Services program provided for a broad spectrum of technical 
support tor the PAMS and the associated airborne instrumentation.  The effort was 
divided into ten general categories which are listed below. 

1. Operation 

2. Programming Services 

3. Minor Modifications 

4. Calibration/Alignment 

5. Test Planning. Analysis and Reports 

.. In*uillaiion Design 

7 Error Analysis 

8. Propagation Analysis 

9. Maintenance 

10. Data Processing 

The operation and maintenance of the PAMS was provided by a resident Actron 
field representative.  His duties also included training on all PAMS instrumenta- 
tion, software/programming checkout, minor programming, software maintenance, 
and assistance in the test planning and installation of airborne instrumentation tor 
flight tests. 

The flight test programs conducted at the Verona Test Annex, the PAMS project 
engineer from Actron was on site to provide assistance with the test plan and the 
analysis and evaluation of data. 

The major effort of the program was centered on Tasks 2. .. 4. 7. and 8 and these 
activities are reported on in the following paragraphs.   A brief description of a 
data enhancement approach is given for Task 10.   Those areas which dealt with 
on-site support, primarily Tasks 1. 5, 6. and 9 will not be covered in this report. 

^ o PROGRAMMING SERVICES 

During the course of the program there were three significant new programs 
added to the PAMS software library.   These were (1) Ptucilax Correction. (2) X-Y 

I! 



Analog Plot Program, and (3) Flight Path Simulator Program.    In addition, a 
number of revisions were made to existing programs to enhance data and extend 
the system range for special test requirements. 

2.2.1     Parallax Correction 

The Data Acquisition program was revised to incorporate a dynamic parallax cor- 
rection program.   Previous parallax correction was accomplished in the PAMS 
Calibration Program during data reduction.  An algorithm was written that cor- 
rected the horizontal and vertical amplitude data when the parallax angle was less 
than three degrees.   The degree of parallax was determined by the slant range of 
the target to the» FPS-16 track radar where the critical range was approximately 
7.5 nautical miles.   The amplitude was compensated as a function of the antenna 
pattern beam roiloff.   This method provided a moderate improvement in amplitude 
measurements over most of the frequency range except at the high and low fre- 
quency limits of an antenna and several discrete frequencies where the algorithm 
did not accurately match the beam shape.   In order to remove the deficiencies, a 
new parallax correction program was written and incorporated into the PAMS 
library. 

The new parallax correction routine operates in a dynamic mode and is resident in 
the Data Acquisition Program.  The parallax angle is derived from the azimuth, 
elevation, and range data from the FPS-16 radar.  The data is translated to the 
PAMS antenna coordinate system and then input to the digital comparator which 
derives an error signal to steer the PAMS antenna to the desired position in 
space.  The corrected values of the pointing angle are made available to display, 
list, or output to the magnetic tape.  The parallax correction operates continuously 
during a data run; however, it is suppressed during calibration.   The dynamic 
parallax program is selected by putting the cp sense switch on the computer con- 
sole in the up position.   The program operates in real time to eliminate most errors 
in the pointing angle.  An analysis of the parallax correction routine was made to 
determine if any errors were introduced during data acquisition.   The error intro- 
duced by the algorithm itself is negligible compared to the error caused by the 
uncertainty in the vehicles position relative to the tracking radar.   The analysis 
did indicate that some error does occur at low altitudes when the site is near nadir. 
The azimuth error is greatest when tue vehicle under test is on a NE to SW leg run- 
ning over the site.   The condition is due to a combination of radar range rates and 
computer speed. In order to minimize the errors it is recommended that the vehicle 
should stay outside a "forbidden7' zone whose approximate locus is illustrated in 
figure 1. 
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Figure 1.   Approximate "Forbidden Zone'1 Locus 

22.2     X-Y Analog Plot Program 

The X-Y Analog Plot Program vPAMS PLOTR) can be used to plot any of the eleven 
variables listed below. using data taken tVom any of three magnetic tapes (Calibra- 
tion. Merge, and AMS) against a common time base. 

TAPE 

CAL or AMS I. 
<i 

3. 
CAL 4. 

5. 
6. 

S. 

9. 

VARIABLE 

Vehicle heading in degrees 
Vehicle pilch in degrees 
Vehicle roll in degree« 
Vehicle azimuth relative to the PAMS ;intenna 
Vehicle elevation relative to the PAMS antenna 
Vehicle range from the PAMS antenna in nautical 
miles 
Frequency in MHz .,     ^ 
Horizontal Chaff in ijjb/m* m 
Reflectivity \i% db,m- 
Power Density in dbW MHz 
Integrated Power in dbW MHz 
Power in dbW ,     . 
Verticil Chaif db, nT m 
Reflectivity in db m^ 
Power Oonsity in dbW MHz 
Integrated Power in dbW MH: 
Power in dbW 



MERGE 10.   Azimuth of the PAiMS antenna relative to the 
vehicle in degrees or chaff width in feet 

11.   Elevation of the PAMS antenna relative to the 
vehicle in degrees or chaff height in feet 

The purpose of the program was to display large amounts of data from the three 
tapes in a way that would make unusual or erroneous data easier to locate.   Each 
plot is for a particular cursor, run, and time span, which is specified by the user. 
The vehicle attitude angles are taken directly from the AMS tape, if that tape is 
used, so the AMS calibration (offset angles added to roll and pitch, compass cor- 
rection, and magnetic deviation correction for heading) won't be included. 

A maximum of ten variables may be plotted on the same page, using a common time 
axis.   The first plot will be positioned at the bottom of the page, the second will 
be displaced toward the top of the page, by the width of the first plot, and so forth 
for each parameter plotted.  The run number, cursor number, plot variable and 
units, and labeled X-Y axis are plotted for reference.   A typical plot is shown in 
figure 2, where a total of eight variable were plotted. 

2.2.3 Flight Path Simulator (FLIPS) 

The Flight Path Simulator Program (FLIPS) was written to predict the azimuth and 
elevation antenna coverage that will result for a proposed flight path when used 
with the PAMS .  The program provides a relatively rapid means of designing the 
flight path to achieve the desired antenna coverage.   The program maximizes the 
useful data taken, while minimizing the mission flight time.   The technique pro- 
vides a cost effective method of performing flight tests.   The program simulates 
the movement of an antenna-carrying vehicle through a user specified path in 
three dimensional space.   The azimuth and elevation coordinates of the PAMS 
antenna, relative to the vehicle are computed at regular intervals of simulation 
time using N point averages to minimize the density of plotted points    (N is a mul- 
tiple of 8).   In order to verify the input data to the program the vehicle locus, 
projected into a horizontal (X. Y) plane, can be plotted as a user option.   The 
theory of tlight path simulation is fully explained in the Final Technical Report - 
PAMS Airborne Instrumentation RADC-TR-74-174 (AD922-537L).   Tables 1, 2, 3. 
and 4 illustrate typical readouts for cloverleaf, parallel fly bys, skidding turn. 
and coordinated turn, respectively.   The actual plots showing elevation coverage 
as a function of azimuth angle are given in figure 3 through 6. 

2.2.4 Miscellaneous Programming 

2.2.4.1 Two Variable Polar Plot 

The two variable polar plot routine was modified to allow the user to vary the scale 
of the plot.   This enables the user to compare data taken at the PAMS facility with 
data taken elsewhere, by adjusting the scale factors so that an overlay may be 
made.   Two sizes which are commonly used are the NAV-4 and standard which :ire 
shown in figures 7 and 8, respectively. 
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Figure 2.   Flight Variable-Test Plot 

2.2.4.2 Angular Resolution and Range Extension 

A decision was made to use angular data irom the shaft encoders of the FPS-lö 
radar instead of the angular synchro outputs to increase the resolution.   The 
synchro outputs would be maintained as a backup system.   In iddition, new test 
requirements made it necessary to extend the range capability of the PAMS data 
acquisition program. 



-Ä 

Figure 3.   Cloverleaf Plot 

The original angular inputs to the PAMS from the FPS-16 were through synchros 
and synchro-to-digital converters which had a BCD output.   This format had a 
resolution of ±0.02 degree with the least significant bit (LSB) being 0.04 degree. 
Using the first 15 most significant bits from the serial digital output of the shaft 
encoders resulted in a binary format with the LSB being 0.011 degree with a new 
resolution of rO. 006 degree. 
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Figure 4.   Parallel Flyby Plot 

The original range input was in a binary format with a maximum range of 126.4 
nautical miles.   The LSB was 7.8125 yards, giving rise to a resolution of 7.3125 
yards.   In order to increase the rangt it was necessary to utilize more of the sig- 
nificant bits* and drop some of the lesser significant bits.   This approach was used 
to avoid the need for double precision calculations in the range.   This resulted in 
an increase in the data acquisition range to 505.6 nautical miles with the LSB and 
resolution being 15.625 yards.   Double precision would have improved the reso- 
lution but would have increased the computational lime of the parallax correction 
routine to the point where updating of the pointing angle could not be accomplished. 
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Figure 5.   Spiral Climbs. Skidding Plot 

The actual modiftcaiions made in the PAMS in order to use the anguiiu» shaft 
encoders and extend the range capabilities are described in paragraph 2.3 of this 
report. 

2.3 MINOR MODIFICATIONS 

During the PAMS Engineering Services program, several modification tasks wero 
initiated to extend the capability of both the ground system and the airborne 
instrumentation. The first of these modifications was the changeover of the azimuth 
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Figure 6.   Spiral Coordinated Turn Plot 

md elevation angular inputs I'rom synchros to shaft encoders and the extension of 
the range.   The second major task involved the modification of the airborne signal 
sources to incorporate frequency lockout. remote switching for antenna selection. 
output YIG oscillator tumng voltages. and incorporate the capability of remote con- 
trol .   These modifications are described in the following paragraphs. 

2.3.1      Angular Resolution and Range Extension 

The original design of ».he PAMS used the angular output of FPS-16 synchros tor 
azimuth and elevation information.   This ^iata was input to synchro-to-distal con- 
verters which output the data in a digital BCD format tor slaving the PAJUS inien- 
nas to the FPS-16 radar.    In order to obtain better angular resolution,  it was 

13 



*2 VZR:~S^: -\^\N- O.: 

M! ft* »••. 

Figure 7.   Two VariabU* Polar Plot - NAV-4 

U 



■*j j~f:wLi 0,„:m      ^-N:J«5P S;:^       :y r ij; 

^ZIM'JTN   is  <**^l~\je   rC  i,Z  ^E^C'. \ 

Figure 3.   Two Variable Polar Plot - Standard 

necessary to use the serial digital output of the FPS-16 shaft encoders.   Since 
digital data was directly available in a binary format it wrs possible to clock the 
bits into a shift register and take the data out in parallel for processing.   The data 
is clocked in using the same clock pulse from the FPS-U as is used^to clock in th»» 
range.   The two least significant bits were dropped and only bits 2- through *!-0 

used.   This gave ^15 = 360 degrees or a resolution of tO.GOö degree.   The modifi- 
cation was implemented using standard XDS FJI4  S bit shi/t registers in a senoi 
in-parallel out vxmflguration.   The cards were installed in spare slots in the sig- 
nal processor section of the console.   A new cable was fabricated for inputting the 
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data into the 40 bit data card in the data acquisition computer. Using this approach, 
it was possible to use the synchro inputs as a backup system simply by switching 
cables,   Both the azimuth and elevation shaft encoder inputs were implemented 
using the same circuitry.   The modification is illustrated in figure 9. 

The range modification was essentially one requiring different outputs from the 
range registers.   In order to increase the range it was necessary to use some of 
the higher order bits of the range input from the FPS~16.   In order to eliminate 
the necessity of using double precision in the range computations it was also nec- 
essary to drop some of the lesse? significant bits.   To achieve this, it was only 
necessarv to rewire the output of the range circuit for the right bit output.   This 
enabled the range to be increased from 126.4 nautical miles to 505.6 nautical miles. 
Although there was a four-to-one increase in range there was only a two-to-one 
increase in range resolution i.e.. 7.8125 yards to 15.o25 yards. 

These modifications required that the software be altered to accept the new param- 
eters in both the data acquisition and parallax correction routines as described in 
paragraphs 2.2.1 and 2.2.4.2. 

2.3.2     Airborne Signal Source Modifications 

The desirability of incorporating additional capabilities in the airborne signal 
sources came about from the results of numerous flight tests and predicated 
requirements for future tests.   The four modifications which were implemented are 
listed below. 

1. Lockout of undesired frequencies. 

2. Stepping logic for multiple antenna selection. 

3. Remote output of RF tuning voltage. 

4. Remote control. 

These modifications are detailed in the following paragraphs. 

2.3.2.1 Frequency Lockout 

The original design of the signal sources had provisions for automatic stepping of 
the frequency in any one of nine different ranges.   In each range there were eight 
discrete frequencies each with a dwell ti:.«e of 0.5 second, giving rise to a four- 
second period.   Experience gained from flight tests indicated that the maximum 
number of eight frequencies were never used.   Typically, four frequencies were 
sufficient to describe an antennas characteristics as a function of frequency.   In 
addition, it was desirable to have the ability to suppress RF radiations in unautho- 
rised frequency bands. 

In the original configuration, data was taken at a desired frequency t»very four 
seconds. This inherently w'\s a dominating factor in the flight time required to 
secure sufficient data.   In a^. '"tion. it also put ^ome restrictions jn the vehicle» 
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speed and maneuvering ability.  Too fast and the data points would become widely 
separated and additional runs would be required to fill in the holes.   With the 
ability to disable unwanted frequencies, the period would be decreased accord- 
ingly .   For example, using four instead of eight frequencies the period would be 
reduced from four to two seconds.   Consequently, the flight time could be reduced 
by a factor of two or twice as much data could be collected in the same time.   The 
implementation of the modification is shown in figures 10 and 11.  A new circuit 
card was fabricated to incorporate the additional electronics and added to the 
existing circuitry in the signal sources.  The card is shown in figure 12.   Fre- 
quency lockout is obtained by placing a ground on the multiplexed circuits Ul and 
U2 of figure 10.   This produces a lockout signal from U2 to Ul of figure 11 which 
advances the count and skips the undesired frequency.   The clock then continues 
to run normally until another lockout pulse is received and again advances the 
count.   When the count is advanced, the clock input in the A/D Converter (U5 of 
ügure 11) is also advanced and the Y1G tuning voltage is set to the level of the next 
frequency which was selected to radiate.  Although it is possible to lock out all 
eight frequencies, it is recommended that only six be used.   If only one frequency 
is desired, the Manual Mode should be selected. 

2.3.2.2 Stepping Logic for Multiple Antenna Selection 

The capability for providing remote stepping logic to energize multiple port coaxial 
switches for activating multiple test antennas was incorporai -1 on the new circuit 
card.   This enables multiple antennas to be tested during a flight using a common 
signal source. considerably reducing flight time and instrumentation. 

The remote switching logic consists of U3, U4, and U5 along with Ql through Q8 in 
figure 10 and si ires some of the same multiplex circuitry as the frequency lockout. 
In normal operation the multiplexed output of Ul is decoded to drive Ql through Q8 
in the same sequence as the frequency steps Fl through F8.   If one or more of the 
frequencies are locked out the switch driver corresponding to those frequencies is 
disabled.  This permits data tc be sorted on a frequency basis which can readily 
be identified with a specific antenna.   Switch driver outputs can be OR'd for mul- 
tiple frequency operation of several antennas depending upon test requirements. 

2.3.2.3 Remote YIG Tuning Voltage Output 

The YIG tuning voltage was brought to the outside so that the voltage could be 
monitored and/or recorded for test purposes.  This was easily accomplished by 
tapping the tuning input line and buffering the output with a voltage follower. U7 
of figure 11. 

2.3.2.4 Remote Control 

The remote control modification provides for ail of the signal source front controls 
to be located in the cockpit of the test aircraft.  In addition, all of the operating 
functions of the TWT amplifier used with the signal sources were incorporated into 
the remote control capability.  The front panel functions of signal sources which 
were remoted were power ON/OFF, select fixed cr step frequency, manual tuning 
for fixed frequency selection, and single frequency incrementing for step fre- 
quency selection.   The TWT amplifier functions are identified with status lamps, 
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Filament ON, Timer ON, and High Voltage ON. and an RF ON/OFF switch.   A pro- 
posed layout tor the remote control panel is illustrated in figure 13.   The remote 
control capability was achieved by using parallel inputs to the control input con- 
nectors .   To use the remote control, all lines go from the remote control box 
directly to the AS^ control cards in the signal source.   For manual or local oper- 
ation the front panel controls are jumpered in the input connector.  All the mod- 
ifications were incorporated in the signal sources; however, the remote control 
box itself was not fabricated although all the hardware and design were supplied. 
This was done because of the numerous cockpit configurations which would have 
had to been provided. 

The signal sources with all the modifications incorporated have been successfully 
flown in a series of flight tests. 

2.4 CALIBRATION AND ALIGNMENT 

During the program an engineering report was requested concerning the require- 
ments for implementing a coliimation tower with remote instrumentation for the 
calibration and alignment of the PAMS,  This report was previously submitted and 
is included in this Una! report as Appendix I. 

2.3 SYSTEM ERROR ANALYSIS 

One of the tasks initiated during the Engineering Services was an Error Analysis 
of the PAMS.   This was done and submitted as an Engineering Report.   It is resub- 
mitted here as Appendix II. 

2.6 PROPAGATION ANALYSIS 

Concurrent with the system error analysis was a propagation analysis.   This was 
performed by Atlantic Research under a subcontract to the PAMS Engineering 
Services and waa previously submitted as an Enginearing Report.   It is resub- 
mitted here as Appendix HI. 

2.7 RADAR CROSS SECTION 

A report on the radar cross section measurement capability and recommendations 
for improving RCS measurement was requested during the program. This report 
was not previously submitted and is incorporated in this report as Appendix IV. 

2.!? DATA ENHANCEMENT 

At this time. the PAMS data processing subsystem processes data in the following 
order: 

1. Data Acquisition - Raw data is acquired and stored on magnetic tape in 
real time, along with calibration data taken before each run. 

2. Calibration Program - Flight calibration data and flight data .ire retrieved 
from magnetic tape.   The raw data is checked, converted to meaningful units 
using the calibration data, and stored on magnetic tape. 

mäammmm mir 
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Figure 13.   Remote Control Panel 

3.   Tape Merge - The calibrated data and airborne monitoring system (AMS) 
data are retrieved from magnetic tapes.  A coordinate transformation is used to 
shift the reference axes from the PAMS antenna to the vehicle and a new output 
tape is created. 

** •   Plot Program - Data is retrieved from the Tape Merge magnetic tape, and 
plotted on a pen plotter. 

In order to expedite data throughout and reduce the cost of running a test, evaluate 
the quality of results obtained and produce antenna plots of various types, the data 
processing equipment should be augmented with additional units which would 
eliminate many of the limitations and production bottlenecks inherent in the present 
configuration. 

Operationally, the augmented system should accomplish operations 1.2. the coor- 
dinate transformation of 3. and a quick look of 4 during the flight.   The data could 
be displayed on a CRT in near real time during the flight.   At the end of the flight, 
the displayed data would be copied from the CRT onto a high speed plotter and 
made immediately available. 

When so implemented, the costs of conducting a tlight test program will be signifi- 
cantly reduced because data quality can be assessed while the test is being con- 
ducted, thereby eliminating costly standby, recall, and retest time.   Additionally, 
more test programs can be conducted on the range in d given time interval because 
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the data processing time is reduced, thereby reducing the fixed costs allocated to 
each test; and anally, the more timely return of processed and plotted data will 
reduce the evaluation costs of the range customer. 

As operating experience has been accrued, and the need for system augrientation 
becomes more clearly focused. we have taken a look at various solutions to the 
operational problems.   We believe that the addition of a Hewlett-Packard Automatic 
Spectrum Analyzer will provide the necessary augmentation, and at the same time, 
add a powerful new capability for spectrum surveillance and electromagnetic sig- 
nature analysis. 

This system adds capabilities for foreground and background processing which 
will reduce the processing time by an order of magnitude or greater.   In addition, 
the system permits on-line editing and removes the base page restriction from the 
present computer complex.  The spectrum analyzer will allow complete test and 
evaluation of the PAMS receiver system and can be used to perform RFl/EMI pro- 
files about the Verona site.  And finally, integration of the PAMS system with the 
spectrum analyzer will permit complete signature analysis of complex waveforms. 

The proposed augmentation of the PAMS data processing equipment featuring the 
Hewlett-Packard 8580 Automatic Spectrum Analyzer is illustrated in figure 14. This 
addition will solve the present limitations arising out of the program size restric- 
tions and relatively slow data reduction time. 

The augmented system configuration will provide following benefits: 

- Presentation of new real-time data in a graphics mode to allow the immediate 
evaluation of data and the reduction of flight time. 

- Hard copy graphics immediately after flight. 

- Simultaneous execution of multiple required programs. 

- Simultaneous program development and modification while executing data 
reduction. 

- Rapid random access to program files. 

- More sophisticated and larger programs using overlays. 

- Removes present base page programming restriction.   During program 
development more time can be spent on solving problems and less en making 
program Mflt" core size. 

- Reduction of compilation and assembly time by two orders of magnitude.   In 
addition, less errors arising out of paper tape punching operations. 

- More rapid and accurate system calibration and performance assessment. 
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Figure 14.   Proposed Conflguration tor 
Data Enhancement of PAMS System 

Additionally, the Spectrum Analyzer will add significantly *o the information capac- 
ity of the PA+MS complex for example, statistical data can be organized and pre- 
sented in both printed and graphic formats.   Instructional data can be presented in 
a graphic form.   Programming can be written in easy to use ATS BASIC as well as 
FORTRAN. 

Other benefits of the new equipment arise from the distributed computing writable 
central store» disc memory, and real-time executive features available with the 
added equipment. 

For example- 

Distributed computing will add to the PAMS system the capability of simultaneous 
program development at the central processor while other programs are being 
executed on the remote PAMS terminal.   With this communication package, the 
remote terminal will have the ability to load and store programs. ind also use 
peripherals while new programs are being developed.   Utility programs, such is 
full and partial rtle director listings, will be supplied. 
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Base page storage limitations will be greatly alleviated by this system.  The aug- 
mented system will use the Automatic Spectrum Analyzer processor as the central 
processing system with the aid of the Real Time Executive Program.   This in turn 
will communicate with the present PAMS HP 2116 processor, treating the PAMS 
computer as a remot^ terminal.   Programs will be assembled on the central proces- 
sor using a cross assembler, which will access a HP 2116 configuration file.   Then, 
with the system cross loader, it will link and load the present PAMS software. This 
method will reduce the required storage for address links. 

One of the main advantages of dißtributed computing is the ability of multiple 
processors to take advantage of the same set of high performance peripherals. Cen- 
tralized data is also available to each processor.  Each system can be taken down 
individually for maintenance while processing continues on the other system.  Any 
future expansion can be more readily implemented. 

The Real-Time Executive (RTE) is a multi-programming software system that 
allows several programs to operate concurrently. 

Programs to be executed on the PAMS HP 2116 will be compiled and assembled 
using this system.   Previous base page restrictions are removed, since linking is 
accomplished during the relocation where the linkages are placed on the corrected 
pages.  In addition, the ability to overlay program segments is available and 
allows the development of more extensive programs even though the maximum core 
limit is the same. 

Programs are executed on an automatic scheduled basis by priority.   These pro- 
grams may be scheduled for execution by: 

1. Operator request, 

2. program request. 

3. a device interrupt, or 

4. the completion of a predetermined time interval. 

The RTE provides four user-defined program areas for the execution of programs: 

1. Real-time core resident, 

2. real-time disk resident, 

3. background core resident. and 

4. background disk resident. 

The above areas are listed in the order of priorities.   Suspension of program exe- 
cution and swapping out of core is available in the real-time disk resident area if 
the area is required by a higher priority program. 
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A Writable Control Store (WCS) configuration will be used to enhance the speed of 
the PAMS programs.  This WCS allows frequently used algorithms to be micro- 
programmed , increasing their speed by factors of from five to twenty times.   This 
is accomplished in micro-coding.  Other benefits gained with the WCS are: 

- An increase in the available core space. 

- Access to six internal registers not previously available. 

Presently written PAMS programs will execute on the Automatic Spectrum Analyzer 
processor since the same instruction set is used.  These programs. however, may 
be converted to micro-coded algorithms in order to increase the processing speed 
for near real-time data manipulation. 

Microprograms will be added and stored on disk, to be loaded into the WCS 
at run time.  These programs can then be modified dynamically during the run 
if required. 

The WCS consists of 256. 24 bit words.   Each 24 bit word allows for six micro 
instructions as shown below.   Each micro instruction executes: in 196 nanoseconds. 

23  22   21   20   19   18   17   16   15   14   13   12   11   10    9    8    7    6    5    4    3    2    1    0 

R Bus S Bus Function Store Special Skip 

or 

Jump Target 

or 

Constant 

The memory and I/O sections of the computer operate on a cycle of 980 nanoseconds, 
i.e.. five times the length of the micro Instruction rate. 

A disc file also speeds up processing time as. for example. program compilation 
and assembly with disk procedures rather than paper tape procedures reduces 
time by several orders of magnitude due to the higher data transfer rate.   Data 
transfer to the disk is at a rate of 312.000 bytes per second, rather than the 500 
bytes per second limit of the paper tape punch.   Using a disk adds a new dimension 
to system data storage.   This device, in addition to having a faster data transfer 
rate, allows random direct access rather than the sequential access of magnetic or 
paper tape. 

The present system requires multiple passes during the compilation and assembly 
of programs.   This requires paper tape punching and reading which in turn 
increases the possibility of error.   With the addition of the disk, paper tape will no 
longer be required for the tasks. In addition, an on-line edit package will be avail- 
able for rapid program editing. 
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The disk memory is composed of two disks, one fixed and the other a removable 
disk cartridge.   Each disk contains 2.5 million bytes or 1.25 million 16-bit words. 
With this disk controller. three additional disks drives may be added to give a total 
storage of 20 million bytes. 

A high speed printer/plotter is required to obtain hard copy output at a speed com- 
patible with the output data produced by the system.   The proposed plotter pro- 
duces output using electrostatic methods.   Plotting is pre-formatted into output 
lines using dot matrices.   Each plot pattern is completely formatted onto disk at 
computer speeds and then outputted at approximately two linear inches of paper 
per second.   One 8-1/2 x 11 inch plot will be printed in approximately six seconds. 
Line printer output will be produced at approximately twice the speed of the pres- 
ent line printer. Since this line printer is a non-impact printer, the acoustic print- 
ing noise will be considerably reduced. 
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APPENDIX I 

CALIBRATION AND ALIGNMENT SYSTEM FOR THE 
PRECISION ANTENNA MEASUREMENT SYSTEM 

1.0    INTRODUCTION 

This engineering report presents the results of an analysis on the calibration and 
alignment of the Precision Antenna Measurement System (PAMS).  A new approach 
to the system calibration was formulated for automatic operation under computer 
control.   The report also addresses the use of a collimation tower for both electrical 
and optical alignment of the PAMS and describes how the calibration system can be 
incorporated into the collimation tower concept.   Conclusions are made based on 
the analysis and recommendations made for the implementation of the collimation 
tower and automatic calibration system. 

2.0 BACKGROUND 

The PAMS was developed for the purpose of evaluation and calibration of airborne 
RF radiating systems under dynamic flight conditions.   The PAMS is slaved to an 
FPS-16 track radar and monitors and records the RF power and frequency of the 
system under test as a function of the aircrafts position.   The PAMS operates over 
the frequency range of 0.1 GHz through 18 GHz and is capable of receiving AM. 
FM. CW, and pulse signals with any polarization.   The system can monitor and 
record data on up to twelve irequencies simultaneously throughout the operating 
frequency range.  The reduced data is plotted as a radiation pattern of the RF sys- 
tem relative to the heading of the aircraft in Effective Radiated Power (ERP).   The 
data can be plotted in a two dimensional format. either rectangular or polar 
coordinates, or in a three dimensional format. 

The following section discusses the PAMS calibration and presents a new method 
which improves system iccuracy and enables completed calibration in a matter of 
minutes rather than days. 

3.0   TECHNICAL DISCUSSION 

As described above the PAMS monitors and records the signal level and frequency 
of an airborne RF system and then reduces and plots the data.   Therefore, the r.vo 
most important par «meters are the amp linde and frequency accuracy of the sys- 
tem.  In order to provide meaningful data, it is necessary to have an accurate :aii- 
bration of power and frequency.   In essence, the PAMS acts as t comparator.   The 
raw data ;s compared with a reference and its true value determined.   The present 
method for calibraring the system consists of manually measuring the power level 
and frequency of an input test signal and recording the output of PAMS.   From this 
data a table is generated with the appropriate correction factors and :hcn stored ;n 
the computer. In actual operation the raw data is compared against the look up 
table, corrected-, and then stored in the data bank.   Consequently, the system 
accuracy is primarily a function of the initial ealibracon. 
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3.1    CALIBRATION 

The system is calibrated in the following manner.   The antenna ihput is discon- 
neced from the receiver and an appropriate signal generator substituted.   The 
generator is calibrated for a 0 dBm output and its frequency recorded.   The gen- 
erator output is then set at -40 dBm and the output is measured by PA.MS and 
recorded.   The input level is reduced in 6 dB increments down to -94 dBm with 
each reading being recorded.   The procedure is repeated for five separate fre- 
quencies across the operating band of the receiver.   This procedure, while rela- 
tively accurate, is quite time consuming.   In fact, to calibrate the entire system 
over its operating range, and including the calibration of the test equipment. 
requires approximately five days.   Therefore, the system is calibrated and new 
gain tables generated in about three month intervals,   This introduces a long term 
system error of an unknown magnitude.   A maximum short term RMS error of 1.3 
dB was measured during the initial acceptance test of the system; however, the 
long term effect has not been evaluated.   This subject will be addressed in another 
engineering report on the PAMS system performance.   However, it is noted here 
that the antennas and their associated transmission lines are the major contributors 
to the long term errors in tho system.  The PAMS antenna system was thoroughly 
measured in I3T1 and neither the antenna gain nor antenna patterns have been 
checkod since that time.   What changes, if any. have occurred over the past three 
yaars are completely unknown.  At the present time, the only way to check the 
antenna system is to remove the entire array from the pedestal and put it on a 
static antenna range and then perform the measurements of interest.   As can be 
seen, this procedure would be both time consuming and expensive.   In addition. 
the entire calibration could be voided if the arrsy suffered any damage when it was 
reinstalled on the pedestal. 

The need for a rapid and accurate method of calibration for the PAMS has been 
recognized for some time now.   The following paragraphs will discuss an approach 
for a fast and accurate method of calibration of the PAMS including the antenna 
subsystem. 

1.2    SYSTEM CONCEPT 

T>.e approach to be considered here incorporates a collimanon tower which is com- 
pletely instrumented for the calibration of the PAMS including the antenna charac- 
teristics .   The primary purpose for utilizing a collimanon tower is tc permit the 
system to be checked through the antenna input.   As mentioned previously, the 
antennas and associated transmission lines are neglected in the present calibration 
procedure. A coilimation tower will eliminate this shortcoming and in addition will 
permi! %he antenna parameters such as gam. beamshape. and boresight to b« 
evaluated as a part of the calibration cycle. 

This concept utilises all standard instrumentation with the only special hardw are 
consisting oi the data muitpiexer and logic control.   The instrumentanon will be 
incorporated in a modular conflguration for easo of maintenance and versatility. 
Figure I is a block diagram of the proposed calibration system.   This Approacn :o 
the system calibration will allow the operator to evaluate the receiver ^ain. 
dynamic range, und minimum detectable signal over the entire 0.1 OH: to IS C.H^ 
range or over iny particular frequency band of .nterest.   The jaiibraticn can t:«? 
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accomplished under complete computer control or in a semi-automatic mode with 
the operator controlling the process. The calibration of the antenna system and 
transmission lines will be treated in later paragraphs. 

3.3    INSTRUMENTATION 

The instrumentation would be located at the colllmation tower and operated 
remotely from the PAMS console and teletype located in Lab 7.  A remote control 
panel will be incorporated into the PAMS console with all the controls required for 
automatic operation as well as two displays for the power and frequency readouts. 
For computer control of the calibration all the automatic functions at the console 
will be overridden with the exception of the two displays .   In the computer mode 
all command data is inputted via the teletype terminal.   The following description 
of the operation of the calibration system will assume that it is under control of 
the computer, the only difference being that the teletype is used rather than the 
control switches. 

The signal generator covers the frequency range from 0.1 GHz through 18 GHz 
using multiple RF plug-in heads with a minimum RF output of ten milliwatts.   The 
signal generator is configured to allow complete coverage across the band or any 
particular band of interest.  Frequency selection is programmable using a BCD 
format which provides 1000 point frequency resolution for any one band.   The 
operator activates the system by calling up the calibration program via the tele- 
type.  He inputs the frequencies to be calibrated, range of signal level, and 
resolution of the attenuation increments used to obtain range of signal level 
desired.   The attenuation is achieved with two programmable step attenuators 
which provide 81 dB of attenuation in 1 dB increments.   The correct antenna is 
selected automatically by the switch logic of the system.   The transmitted signal 
is received and processed by the PAMS and then compared to the test reference. 
The reference is obtained in the following manner.   The test signal is sampled by 
directional couplers and fed to an RF power meter and RF frequency counter. This 
data is outputted in a BCD format and multiplexed to the control panel via cable 
where both the power and frequency are displayed.   The computer reads the input 
to the control panel and corrects for the insertion loss of the sampled signal leve]. 
This data is then used as the reference level for th6 amplitude calibration.   The 
insertion loss of the sample loop is accurately measured during installation and 
the results recorded in the calibration program.   When the level of the test signal 
is reduced by the step attenuators the computer reads the switch logic to determine 
the value of attenuation and then subtracts the value from the original reference 
level to obtain a new reference.   This procedure is repeated for each signal level 
and frequency specified by the operator.  The power and frequency data are 
tabulated and a delta (A) offset calculated for each measurement. The data is stored 
in the computer as a look up table to be used to correct each power level and fre- 
quency recorded during a flight test.  In addition, the data can be outputted on 
the line printer to be used as a part of the flight test data package.   The format 
for the hard copy data is illustrated in figure 2. 

The multiplex system converts the parallel data from the power meter and fre- 
quency counter to a serial bit stream and sends the data via cable to the remote 
display panel.   Here, the data is converted back to a BCD format to drive the 
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F  (REF)        F^IEAS)     AF1        P11(REF)      P^^IEAS)       l?n 

P32(REF)      P12(MEAS)       AP12 

PIN(KEF)      PIN(MEAS)       APIN 

F2(REF)        F2(MEAS)     AF2        P21(REF)      P21(MEAS)       dP21 

P2N(REF) P2N(MEAS) AP 

FM(REF) FM(M1AS)      FM P^CREF) P^CMEAS) 

PMN(REF)     ^IN^^^ 

IP MI 

AP. MN 

Figure 2.   Calibration Data Format 

remote displays for power and frequency.   The computer samples this data and 
stores it in memory.  The signal level is changed in three second intervals which 
allows 10 data samples to be acquired.  The signal level is then incremented and 
the power and frequency displays updated and the new switch logic status read 
by the computer. With this test sequence, it is possible to measure 10 signal levels 
at each of ZÜ frequencies in any one band in approximately 10 minutes.   This 
includes generating ths look up reference table which will be used in the flight 
test.   Under this criteria, the PAMS could be calibrated over its complete fre- 
quency range in 30 to 60 minutes.  To accomplish the same task using the present 
procedure would take four to five days.   With the calibration system, it would be 
possible to accurately calibrate the PAMS prior to and after each test flight.   This 
procedure would essentially eliminate the effect of long term system errors.   In 
addition» with calibration data before and after the test flight the magnirude of the 
short term errors could be evaluated and corrections made in the data printout ti 
required. 
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3.4    COLLLVIATION CONFIGURATION 

The primary requirements for the antennas to be used on the collimation tower are 
narrow symmetrical beamwidths to minimize the effects of ground reflections and 
reflections from nearby buildings and obstacles, and high gain to overcome the 
free space attentuation so that low level RF signal sources can be used.   These 
requirements can be basically achieved over the operating band with the exception 
of the 0.1 GHz to 1 GHz range.   Here, the large wavelength makes the size of a 
highly directive antenna impractical for use on a collimation tower.   For instance, 
in order to achieve a half-power beamwidth of 10 degrees at ISO MHz a 30 foot 
diameter parabolic reflector would be required.   The best compromise for this 
band is an antenna whose characteristics are relatively constant as a function of 
frequency. 

The antenna complement selected for the collimation tower is irade up of three 
antennas with dual linear and/or circular polarization to cover the frequency 
range from 0.1 GHz to 18 GHz.   For the 0.1 GHz to 1 GHz band a crossed log peri- 
odic dipole (LPD) with a nominal gain of 8 dB across the band was chosen.   The 
free space attenuation in this frequency range is relatively low so that the low 
gain of the LPD is not necessarily a handicap.   However, the very broad beam- 
widths will introduce measurement problems because of reflection.   The range and 
the reflection problems will be treated in later paragraphs.   To cover the 1 GHz 
to 12 GHz range, a ten-foot parabola with a crossed LPD feed was selected.   The 
choice of a 10 foot reflector rather than a 6- or 8-foot dish was dictated primarily 
by the narrower beamwidth at the low frequency end in order to minimize the 
ground reflections.   The gain of this antenna varies from 26 dB at 1 GHz to 47 dB 
at 12 GHz.   For the 12 GHz to 18 GHz band a 3,5-foot dish with a quadra-ridge 
feed will be used to obtain both a narrow beamwidth and gains from 39.0 dB to 
42 dB.   In order to minimize the insertion loss from the signal sources to the 
antenna array, a 0.325-inch diameter air-articnlated coaxial transmission line will 
be used for the two antennas covering the 0.1 GHz to 12 GHz range,   for the 12 
GHz to 18 GHz band, WR-62 waveguide will be employed. 

The decision to use dual polarization rather than a single linear polarization was 
made so that both the vertical and horizontal channels in the PAAIS receivers could 
be calibrated simultaneously or individually.   In addition, this configuration 
allows both circular pciarizations to be evaluated.   The same information could be 
achieved using the single linear polarization by mechanizing the collimation array 
so that the polarization could be rotated by 90 degrees to achieve both vertical and 
horizontal components.   This not only requires additional hardware but would 
more than double the calibration cycle. 

The proper antenna selection is obtained automatically by the use of switch logic. 
The frequency set command, either from the control panel or the computer, is 
sensed by the switch logic which then activates the correct switch sequence.   The 
same technique is used for selecting the directional coupler for the reference loop. 
The major instrumentation required for the calibration/collimation system illus- 
trated in rigTire 1 is itemized in table 1. 
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TABLE 1,   SYSTEM INSTRUMENTATION 

DESCRIPTION MANUFACTURER PART NUMBER 

Sweep Oscillator Set Weins chel 4310A/K-16-H-01 

Power Meter Hewlett Packard 432C 

Thermistor Mount Hewlett Packard 8478B 

Frequency Counter Hewlett Packard 5340A 

Directional Coupler 
(0.1 GHz- 2 GHz) 

Hewlett Packard 778D 

Directional Coupler 
(2 - 18 GHz) 

Hewlett Packard 11691D 

Programmable Step Attenuator 
(0 - 70 dB) 

Hewlett Packard 33300 

Programmable Step Attenuator Hewlett Packard 33304 

Power Divider Weins chel 1506A 

SPDT Switch (3) Trans co 909C70100 

Multiplexer (2) Actron 

Switch Logic and Control Actron 

Calibration Control Panel Actron 

Crossed Log Periodic Antenna 
(0.1 GHz - 1GHz) 

Scientific Atlanta 29C-0.1 

10 Ft, Parabola and Crossed 
LPD Feed 
(1 GHz - 12 GHz) 

Watkins Johnson AR 194-AS 

3.5 Ft. Parabola with Quad Watkins Johnson WJ8572-1 
Ridge Feed 
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3.5    COLLIMATION RANGE REQUIREMENTS 

The concept of a collimation tower is considered to be the optimum approach to the 
calibration and alignment of the PAMS.   This technique enables all of the system 
parameters to be evaluated and correction factors generated without the need to 
take the equipment down. The calibration system described above enables the cali- 
bration cycle over the entire operating frequency range to be performed in approx- 
imately one hour.   To calibrate a single band requires only 10 to 15 minutes. This 
makes it practical to go through the calibration before and after each test flight to 
insure maximum accuracy of the data. 

The most important parameter in the collimation tower concept is the propagation 
path.  It is necessary that the PAMS antennas be illuminated with a uniform ampli- 
tude and phase.   Excessive amplitude deviations will introduce errors in the gain 
measurements and a non-uniform phase will give rise to asymmetries and distort 
the measurement.   It is relatively simple to insure that a fairly constant phase 
front is maintained across the aperture of the PAMS antennas by maintaining a 
distance R between antennas that follows the relationship 

H > 

D = Dimension of aperture 
X = Free space wavelength 
D and X are in same units 

This will result in a phase deviation on the order of \/16 which is the commonly 
accepted criteria for phase deviation.   This phase error will introduce gain 
errors less than 0.1 dB and only minor distortions in the sidelobe level.   It is 
much more difficult to achieve a constant amplitude across the aperture due to 
reflections from the ground and surrounding obstacles. 

Ideally one would want the antennas situated in such a manner that the path length 
of the reflected wave would be much greater than the direct wave.   In this case 
the amplitude of the interferring signal would be reduced to a negligible level due 
to free space attenuation.   Unfortunately, this would require antenna heights of 
several hundred feet which is out of the question.   A second approach to the prob- 
lem is to take advantage of the properties of the interference pattern.   For a worst 
case condition of unit reflection coefficient, it can be shown that the variation in 
the field intensity across a test aperture. PAMS in this case, is given by 

E = 2E0 si-n 
2Th1h2 

\R 
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where 

h1 = height of PAMS antenna 

h2 = height of collimation antenna 

R = distance between antennas 

A. = free space wavelength 

From this expression it can be seen that there is a sinusoidal variation as a func- 
tion of frequency and antenna heights for a fixed spacing.   The first maximum 
occurs when 

27rhlh2 77 
\R       "2 

or 

If the first maximum of the interference pattern is impinging on the PAMS antenna, 
the resultant variation across the aperture will not vary more than one-or two- 
tenths of a dB.   In order to maintain this condition across the frequency range of 
PAMS, the height of the collimation tower antennas will have to be varied from 
160 feet at 100 MHz to approximately one foot at 18 GHz.  While the ground level 
range approach is practical for a static test range it is not suitable for the present 
application.   The time required to reorient the collimation antennas as the fre- 
quency is changed would be so excessive that most of the advantages of the 
present concept would be lost.   In addition, the cost to erect a suitable tower at 
Verona would be prohibitive. 

There is an existing tower at the Verona Test Annex which could be utilized as the 
collimation tower.  As shown in figure 3, the tower is located approximately 2250 
feet from the PAMS site and is 70 feet high.   The tower is accessible from the PAMS 
building and has AC power available at the site.   The instrumentation could be 
stored in a standard Air Force shelter with the transmission lines running up 
through the center of the tower.   There is a large hexagonal platform at the top 
with approximately 191 square feet of working area.   The geometry of the proposed 
site is shown in figure 4.   Instrumentation cable would have to be installed to 
handle the data transmission between the two facilities. 
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JBQ) DIRECT RAY 

RO ■  /R*Hh7-h2^ 

RR -   N/R2*(h1.h2)2 

VERONA TEST SITE 

R • 2250 FEET 
h! • 75 FEET 
h2 - 35 FEET 
^ - m0 

V2 ' 2.80 

R0 - 2250J FEET 
RR • 2252,7 FEET 

Figrure 4.   Site Geometry 

3.6    RANGE REFLECTION CONSIDERATIONS 

The primary difficulty associated with this site geometry and the existing tower 
for the collimation and calibration range is the ground reflectiorl problem.   This 
is a combination of the low grazing angles and the broad beamwidth of the 0.1 GHz 
to 1.0 GHz antenna in particular .   In addition, because of the site geometry the 
direct path and reflected path are approximately equal in length.   The actual dif- 
ference being 2.69 feet.   In the case of the low frequency antenna the beam shape 
is constant as a function of frequency and due to the broad beamwidth the power 
level at the point of reflection is only one or two tenths of a decibel lower than the 
main beam.   Consequently, depending on the relative phase difference between 
the direct and reflected signal. the field strength at the PAMS aperture will vary 
from zero to twice the level of the transmitted signal.   This will result in a gain 
error of 6 dB to -<» in the received signal.   Figure 5 is a plot of the gain error as 
a function of the relative reflected power.   Examining figure 5, it can be seen 
that in order to maintain a gain error of 0.25 dB requires that the reflected signal 
be suppressed hv U dB below the direct signal. There are several methods which 
can be used to ruuce the level of the reflected signal and these are discussed in 
the following paragraphs. 

The field strength at the aperture of a receiving antenna is due to a resultant 
field which is made up of the direct ray and a reflect^a ray.   The magnitude of 
the reflected   ay is primarily a function of the antenna radiation pattern, magni- 
tude of the reflection coefficient and the divergence factor.   Secondary effects jre 
introduced by the polarization of the transmitted signal. 

39 

*** 



-30 ~U -SO 
fUUTIVE REFLECTED POWER, dl 

Figure 5.   Gain Error 

40 

mtamämi --■"- •-^'Jj;"—--'"niinifiii- imnftiiilaMiiii i@fa mm Mvää'^fr äää iMM 



The reflection coefficient is very difficult to predict accurately because it is a 
function of polarization, frequency, grazing angle, surface roughness , soil type, 
moisture content, weather and season.   The expressions for calculating the coef- 
ficient for vertical and horizontal polarization is given as: 

2 /2 2 
,     ,  n   sin^   - Vn_ - cos_<|> 

n   SUIT   +vn   - cos 
Vertical reflection coefficient 

and 

H 
^ sin» - v/n2 - cos2«» 

sin« W7T cos   ♦ 
Horizontal reflection coefficient 

where 

n2 =  <r-j60 

« = relative r 

cr = conductivity of the ground 

«    = relative permittivity of the ground 

X = free space wavelength 

« = grazing angle 

Due to the many parameters involved, the magnitude of the reflection coefficient 
can vary considerably.   In fact, for the case of the vertical coefficient, it ranges 
from 1.0 to 0.0.   The horizontal coefficient is somewhat more stable as it generally 
stays in the range of 1.0 to 0.8. 

The divergence factor is the ratio of the field strength after reflection from a 
spherical surface to that of a plane surface.   In our case we are dealing with a flat 
earth and the divergence factor is therefore unity.   The relationship of these two 
factors to the resultant field is given by 

E0   V 1>DR">2DR cos (^-4» 
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where 

E .   =  resultant field a 

E0 =  free space field 

D    =  divergence factor 

R    =  reflection coefficient 

ß   = path length difference in degrees 

(t>   = phase shift due to reflection 

This ratio of E. to E0 is called the earth gain factor and for the special case of 
D=l we have 

g(Ö)   =  Ed/E0  = Vl4-R2+2Rcos {$-6) 

Examination of the above expression w-M show how the field strength varies as the 
electrical path length changes.   If we   ^sume that R=l and O=coristant, then g(0) 
will range from 0 to 2 as the cos 0~<b) changes from -1 to +1 and the electrical 
path length difference increases as a function of frequency.  Also it can be seen 
that the nulls for horizontal polarization are deeper in general than those for 
vertical polarization since the magnitude for the horizontal reflection coefficient 
is generally greater than for the vertical reflection coeflcient.   For this reason 
the polarization used on the collimation range should normally be vertical or cir- 
cular .   When using horizontal polarization. precautions will have to be taken to 
minimize the deep nulls. 

Of the parameters listed for the control of the field strength at the receiving aper- 
ture the most important is the antenna radiation pattern. This is due to the fact that 
the beamshape basically controls the amount of power available to be reflected. 
With proper beamshape control, it is relatively simple to maintain the level of the 
reflected wave to 25 dE to 35 dB below the direct wave. 

Normally» the beamshape control for such a range as the one under consideration 
here is achieved with the use of parabolic reflectors to produce a narrow pencil 
beam with low sidelobes.   In fact, considerable suppression of the reflected wave 
can be achieved with ::ie use of moderately sized dishes for approximately 70 per- 
cent of the operating bandwidth of the collimation tower and PAMS. 

For example, a 3.5 foot diameter reflector used for the 12 GHz to 13 GHz band will 
maintain the level of the reflected energy to approximately 25 dB exclusive of the 
PA.MS receive antenna.   This same level of performance can be obtained in the 
1 GHz to 12 GHz band with a 10 foot diameter dish down to about 4 GHz.   Below 
4 GHz the beamwidth begins to broaden and :he level of reflected energy will 
increase.   Although larger diameter antennas could be used, the size required is 
not only impractical but extremely expensive.   This is easily seen when it is 
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recopiized that in order to keep the same performance as described above down to 
1 GHz would require a forty foot parabolic dish.   However, there is a technique 
available which can be used to reduce the level of the reflected power to the point 
where a relatively constant field can be maintained at the PAMS aperture.   This 
approach involves the diffraction fences in the propagation path. 

3.7    DIFFRACTION FENCES 

The primary purpose of the diffraction fence is to prevent reflected energy from 
causing an interference pattern at the receiving aperture and producing fluctuating 
power levels.  In other words the fences screen the receiver from energy which 
would. in the absence of the fences. be incident from points within the region of 
the range surface including the Fresnel zones which are illuminated by the rela- 
tively high levels of the transmitted pattern,   This requires that the screens be 
placed in such a manner that they intercept a portion of the energy from the trans- 
mit antenna.  This will result in perturbations in the receiving aperture due to 
edge diffraction effects.   For a small frequency range, an acceptable level of ripple 
can be achieved by simple alterations to the fence configuration and its location on 
the range.   However» for broad frequency ranges the use of multiple fences will 
most likely be requ^ed.   This is due to the fact that the beamwidth, position of the 
near in sidelobes   and null positions are constantly shifting as a function of fre- 
quency.   In addition, the size of the fresnel zones are also changing which affects 
the magnitude of the ground reflection.   The use of zone plates and strips on the 
diffraction screens have not been considered here due to their frequency depen- 
dent J and narrow band operation. 

i he full development of the theoretical analysis for edge diffraction and screening 
and its application to the problem at hand is beyond the scope and intent of this 
report.   The approach is basically one of dividing a wave front into discrete 
increments in a systematic manner and computing the field in terms of the rela- 
tive phases from each of these differential sources.   These calculations are then 
repeated for each frequency of interest.   Without detailed knowledge of both the 
transmit and receive antenna patterns and the reflection coefficient at the range 
site the calculations could oe misleading. 

In general. the addition of the diffraction screen will cause the field to appear as 
shown in figure 6.   The magnitude of the ripple will be affected by the number of 
fences used, their location, and the angle of the screen with respect to the ground. 
Additional improvement can be achieved with the addition of broadband absorbent 
material across the top of the fences.   It is also necessary to remove any potential 
sources of reflection near the receiving aperture.   This will require that all metal 
railings and nearby metal structures be removed or covered with absorbent 
material. 

As discussed above, it will be necessary to deploy diffraction screens on the oolli- 
mation range when operating below 4 GHz because of the increasing beamwidth 
and decreased directivity of the transmit antenna.   For convenience and ease of 
range maintenance, it is recommended that the screens be made a permanent part 
of the collimation range.   The exact design of the fences will be deterred until the 
actual system hardware has been specified and approved.   The location of the 
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Figure 6.   Resultant Field Amplitude with Diffraction Screen 

fences on the range will be derived experimentally after the colliraation system has 
been installed and the allowable ripple or gain error has been defined for the 
system. 

The fences will have to remain in place on the collimation range throughout the 
ye*r and therefore. will have to be fabricated from weather resistant materials. 
The necessity of being a permanent installation is dictated by the fact that initial 
placement is somewhat critical and the time required to deploy the screens each 
time th*.y are required would be excessive. 

3. 3    ANTEXNA AUGNMENT 

The last parametsr of interest in the system calibration is the pointing accuracy of 
the PAMS antenna array.   The pointing accuracy is a measure of the difference 
between the mechanical and electrical alignment of the antennas.   U is not unusual 
to have the peak of the radiation skew to some extent as a function of frequency. 
Since PAMS monitors the amplitude of airborne emissions it is essential to know 
the degree of skew . if any. in order to calibrate out any amplitude error which 
could be introduced by antenna misalignment. 
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The boresight instrumentation will consist of a telescope mounted on the PAMS 
pedestal and a set of optical targets which will be located at the transmit antenna 
array on the collimation tower.   To determine the pointing accuracy of the system, 
the PAMS array is optically aligned with the telescope i^ing the targets on the 
collimation tower.   The next step is to locate the position of the PAMS array for 
maximum signal amplitude as observed at the console.  The difference in the two 
pedesal positions indicates the pointing accuracy.    This procedure must be 
repeated for a minimum of three frequencies for each of the antennas which make 
up the PAMS array.  These measurements will be sufficient to establish a trend 
so that the beam skew can be predicted and compensated for in the data acquisition 
program.  In the case of a constant offset across the frequency band» a comple- 
mentary offset will be introduced in the pedestal position.   This test will not be 
required during each calibration cycle as the error is basically fixed by the 
antenna geometry.   However, the pointing accuracy should be verified on at least 
a quarterly basis to insure that no perturbations have buen introduced into the 
antenna array.  It is further recommended that the pointing accuracy be checked 
after high wind and/or heavy snowfall has been encountered at the site. 

The instrumentation necessary to implement the boresight capability is currently 
available at the Verona Site.   The telescope and mounting hardware were delivered 
with the PAMS.   The optical targets are presently located on the tower being con- 
sidered for use. 

4.0    CONCLUSIONS 

The previous paragraphs have identified the need for a calibration and alignment 
system for the PAMS.   It was shown that such a system could be built using basi- 
cally standard test equipment and components.   This approach not only allows the 
system to be installed at the Verona Test Site in a reasonable length of time. but 
also makes it possible to minimize the cost of the program.   The only nonstandard 
harrjware required for the collimation system is the multiplexer, control panel, 
and diffraction screens.  An instrumentation cable will be required between the 
collimation tower and the PAMS facility.  A cable with six individual shield pairs 
is adequate to handle the present instrumentation.   However, this does not provide 
for much future expansion at the site.   Therefore. it is recommended that a cable 
containing on the order of 15 to 27 shield pairs be installed. 

The coilimat'on range presents the greatest challenge in the program.   The analy- 
sis in the previous section clearly illustrated that the ground reHections become 
very pronounced below 4 GHz and that diffraction fences would be required in    • 
order to achieve a relatively constant field at the PAMS aperture.   The exact 
location of the screens will be derived experimentally by making a series of mea- 
surements on the range with the fences.   The antennas recommended for the range 
are standard items and will not require development.   A complete set of patterns 
and gain measurements will be needed in order to finalize the fence design and 
for use in the calibration software.   A three and a half foot diameter dish is rec- 
ommended for the 12 GHz to 18 GHz band.   The best compromise for the 1 GHz to 
12 GHz band is a 10 foot diameter reflector.   This offers reasonable performance 
down to approximately 4 GHz before the variations in the field strength begin :o 
introduce appreciable errors in the measurements.   Although a 12 foot diameter 
dijh would offer somewhat improved performance and extend the lower frequency 
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limit to approximately 3 GHz, the increased cost of the antenna and mounting 
structure requirement limits its selection.   For optimum operation, it is recom- 
mended that the polarization be restricted to vertical and either right handed or 
left handed circular. 

Due to the fact that the majority of the instrumentation for the project is standard 
equipment, the engineering effort would be primarily concerned with the design 
of the multiplexer, control panel, diffraction screens, software, and field tests. 
The programming effort will be initiated early in the program in order to have the 
software available and on line by the time the instrumentation is installed.   The 
field measurements would be started as soon as the antennas have been completed. 

46 

tf^iiiiiiiirii muti 



APPENDIX II 

ERROR ANALYSIS PROGRAM FOR THE PRECISION 
ANTENNA MEASUREMENT SYSTEM 

1.0   OBJECTIVES 

This report describes a design of an error analysis program for the Precision 
Antenna Measurement System (PAMS).  The analysis objectives are as follows: 

1. To identify the sources of system error. 

2. To derive an overall system model. 

3. To measure the system and random errors. 

4. To derive the overall theoretical system error and the statistical variations 
of the error. 

5. To formulate a figure of merit. 

6. To calculate the actual overall system error from the measured data and 
ascertain the error fluctuations. 

7. To compare the theoretical and actual system error. 

8. To identify means for decreasing the system error. 

2.0 ERROR IDENTIFICATION AND MEASUREMENT 

2.1 ERROR IDENTIFICATION 

The PAMS system offers a means for dynamically measuring the radiation pattern 
of an antenna mounted on an airborne vehicle by means of a ground based receiv- 
ing system.  The measurement is accomplished in three steps.   First, the field 
strength of the radiated signal is measured relative to a ground based coordinate 
system.   Second, the attitude of the airborne vehicle is measured.   Third, the 
field strength data is transformed to a coordinate system fixed in the moving 
vehicle and the radiation pattern is derived relative to the moving vehicle, 

A complete system error analysis can only be performed if adequate data, both 
theoretical and experimental. are available on the various portions of the system 
which contribute to the overall system error.   However, when dealing with an 
actual large scale system such as PAMS, it is impossible to obtain the necessary 
data for a complete analysis.   Furthermore, the contribution of some of the com- 
ponent errors to the total system error will be negligible in comparison to the 
error sources.   Thus, to include every error source in the analysis will oompii- 
cate the calculations and becloud the results needlessly.   For ail practical pur- 
poses , an error analysis will be complete when all first and second order errors 
are identified and these contributions to the total errors are determined. 

i ---^■^ ■—"fTit ii-ijiTfM-tr'tl-ii'iiiirinfiK'i 



The prescription for initiating an error analysis is to select the variables that are 
spelled out by the derived model.  Any variation of these variables are classified 
as errors.   The first step is to divide the sources of error into two groups , namely 
system and random errors.   System errors are basic to the overall system and the 
various components which are consequences of the particular design or choice of 
components and have no random components.   Bias and offset errors are typical 
examples of system errors.    Random errors arise in the measurement of the 
received signal field strength as a consequence of the variations of component 
characteristics. variations of ambient conditions and effects of noise.   The identi- 
fication and calculation of random errors will comprise the major effort of this 
study. 

The calculation of the random errors and their consequence draws on the methods 
of probability theory.  A complete characterization of the noise requires a series 
of measurements and a myriad of data reduction calculations.  A more reasonable 
approach is to make use of the insight afforded by the physics of the problem.  A 
reasonable approach to follow is to assume a feasible noise process with known 
properties, make a set of controlled measurements and calculate the significant 
statistical error parameters.  When the theoretical and measured error parameters 
agree within prescribed bounds, the assumed noise process can be assumed to be 
the correct noise process to be used in the complete error and/or smoothing cal- 
culations .  The significant measurement parameters that contribute directly to the 
overall error are as follows: 

a. Transmitted power 

b. Received signal power 

c. Signal frequency 

d. Spatial orientation of the receiving antenna 

e. Spatial orientation of the transmitting antenna 

f. Relative orientation of the receiving and transmitting antennas 

g. Mean noise power, covariance and noise amplitude distribution. 

The next step in the analysis is to identify the errors in the system components. 
For purposes of the error analysis, the PAMS system can be divided into six com- 
ponents .   Associated with each component are a number of parameters which 
affect the variables that contribute to the overall error indirectly. The components 
and the parameters associated with each component are listed as follows: 

Receiver 

1. Gain 

2. Sensitivity 

3. Selectivity 
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4. Noise figure 

5. Signal-to-noise ratio 

6. Channel tracking 

7. ATC loop characteristics 

8. Bandwidth IF and RF 

Antennas 

1. Gain as a function of frequency 

2. Boresight orientation 

3. Pattern shape 

4. Polarization discriminator 

Pedestal/Slip Ring Assembly 

1. Signal loss 

2. Signal distortion 

3. Velocity and acceleration rate characteristics 

4. Servo lead or lag characteristics 

5. Auto rate, digital track and manual track versus zero alignment (both axis) 

6. Mechanical alignment 

Signal Processor 

1. Sampling error 

2. Error in hold output (approximation error) 

3. Video filtering 

4. Computer interfacing 

5. Drive circuit characteristics 

6. A/D approximation error 

Insertion Losses  (Antenna Terminals to Receiver Input) 

Computer 
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2.1.1     Ancillary System Errors 

Three ancillary pieces of equipment must be included in the proposed error anal- 
ysis model.  The FPS-16 Tracking Radar and the Airborne Monitoring System are 
used to measure direct measurement parameter.? (spatial orientation of transmitting 
anteiina and relative orientation of the receiving and transmitting antenna).   The 
Airborne Signal Source supplies the signal power that excites the transmitting 
antenna.   The system errors and the random errors which are associated with the 
three equipment items must be considered in the calculation of the overall system 
error. 

The parameters of interest for each of the three pieces of equipment are as follows: 

FPS-16 Tracking Radar 

1. Tracking accuracy 

a. Tracking error (determine loss of track lock) 

b. Skin tracking (determine loss of track lock) 

2. Pointing error 

3. Range accuracy 

4. Interface errors 

a. Radar boresight orientation 

b. Servo loop lead or lag characteristics 

c. Velocity and acceleration rates 

Airborne Signal Source 

1. Amplitude stability 

2. Frequency stability 

3. Leveling capability 

4. Environmental effects 

Airbone Monitoring System 

1. Roll, pitch, heading 

2. Altimeter reading 

3. Processing errors 
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4.   Tape deck 

a. WOW 

b. Flutter 

c. Repeatability 

d. Parity 

2.2    SYSTEM MODEUNG 

A system error analysis is developed from a model of the physical system under 
investigation.   System models are mathematical descriptions of the state of the sys- 
tem .   The designer or user of the system can ascertain its performance from a 
knowledge of the system state.   Deviations of the system performance from the 
design objectives are considered to be errors. 

The model should predict the system state from input and output variables that are 
measurable quantities or attributes.   The calculation of system and random errors 
must be possible from the model.  An important requirement imposed upon the 
model is that it should reduce the system to the most significant parameters.   Com- 
plex models are of limited value and an insight in the system's behavior usually is 
obtained from a simple model. 

A guide to the development of a model is its ultimate application.   Several applica- 
tions are possible.  The most important are (1) to facilitate the understanding of 
the system behavior, (2) to have a means to obtain design data for expanding the 
system, and (3) to establish a tramework for detailed error analysis.   These 
applications may impose different requirements on the model. 

System models can be expressed in many forms.   A differential equation is a com- 
mon form.   The solution requires a mathematical expression for the forcing func- 
tions , initial conditions and boundary conditions.   Differential equations are of 
two types , linear and non-linear.   Linear differential equations lend themselves to 
closed form solutions.   Non-linear equations offer great difficulties. Usually, only 
partial solutions of specific aspects of the problem are obtained such as phase 
space solutions.   If the variables are propitiously selected, linear differential 
equation offers the possibility of a complete solution. 

The transfer function model offers a relatively simple solution for a system problem, 
However, the transfer function of the system characterizes only the zero-state 
response.   The power of the transfer function. H(s). is the usefulness of the 
expression 

y(s)   = H(3) X(3) 

where y(s) and x(s) are the Lapiace transforms of the output, y(t). and input. 
x(t), respectively. H(s) is the Laplace transierrable to the impulse response. 
h(t) by the relation 
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c+ja 

h(t)  = -^ | H(s)estdt 

^c-ja 

provided the system is time-invariant and c is constant defining the domain of 
convergence of the integral.  Multiple input multiple output systems can be treated 
within the same formulism. 

A third formulation of a system model is obtained by means of the state variable 
approach.  This method is a refinement of the differential equation representation. 
In order to define the output of the system over some interval to < t < ti, it is 
necessary to know not only the input over this urns interval but, in addition, a 
number of initial conditions that must be adequate to describe how any past inputs 
(t < tQ) affect the system output in the interval t > to- 

The state of the system is the minimal amount of information about the effects of past 
inputs necessary to describe completely the output for t > tQ •  The variables that 
contain this information are the state variables.  Thus, given the state of the sys- 
tem at tQ and the mput from tQ to ti, we can derive both the output and the state at 
ti if it is assumed that the system is realizable. 

Assume that a system can be described by a nth order scalar differential equation. 
This equation can be transformed to a first-order vector equation (n simultaneous 
first-order differential equations) which is easier to solve.  A linear time-variant 
system is describable by the vector differential equation 

d    x(t)  = Fx(t) +Gu(t) n. 
dt ~~ u; 

and 

y(t)  =  Cx(t) (2) 

where x(t) is the state vector and the components X{ are state variables v(t) is 
m-vector representing the inputs F and G are n x u and n x m matrices while C is 
a n x p matrix.  y(t) is the systenToutput.   When the system is time-varlant. the 
dynamic system is described by 

^xCt)  = F(t) x(t) >G(t) u(t) ... 
dt ~ " ~ u' 

and 

y(t) =  C(t) x(t) (4) 
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A formal solution of equations (1) and (2) can be easily obtained. These eqaations 
are inhomogenous differential equations which requires that the solution consist 
of a particular and a homogenous part. 

The homogenous part is obtained by setting u (t)  -  0 with the result 

s(t)  = e^(t-t0) xfto) 

The term 

<a 
Ft _ \^ (Ft)n 

I   '     nT 
n=0 

Write e—      0   in the form 0 (t-to). the important relation follows 

(5; 

-^ ^0)  = F^to) 

where ^(tQ-tO)  = ^(o)  ^lis the initial condition,   jfl is the unit matrix). 

The homogenous solution can be rewritten as 

x(t)   = i(t,to) x(to) 

ö(t.tQ) is the state transition matrix.  Finally, the solution to the inhomogen.us 
equation is 

(6) 

(7) 

x(t)  = ^(M0) x(t0) +     /      ^(t.t) G(r) u(r) dr (8) 

Since the system is a linear system, the system is characterized by its impulse 
response h (t, r) by the relation between the input and output 

X.(t) =    /     Mt.Ou (r) dr (9) 
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Usually, the initial condition at -<» is zero, thus equation (8) can be written in the 
form 

x(t)   =    /      ^(t,r) G(T) U(T) 

substituting in equation (4) with the result 

I(t)   =    /     C(t) *(t.r) G(r) u( 

where 

h(t,T)   =  C(t)0(t,r) G(r) 
=  0 t>r 

elsewhere 

The result is very important since h(t, r) is uniquely defined in terms of the state 
variable matrices which are not unique. 

It was demonstrated that the three methods for modeling a dynamic system are 
actually different aspects of the same method.   The choice of method is dictated 
by the particular system being investigated. 

The models described assumed that the systems are deterministic.   The system 
errors can be emulated within this framework.   However, for purposes of this 
error analysis, the random errors are of prime interest.   In order to calculate 
the random error requires the introduction of random noise as a system input. 

The introduction of random noise increases the problem by an order of magnitude. 
First, the noise process must be modeled making the mathematics of the solution 
less tractable.  The choice of system to be used becomes more critical.   For pur- 
poses of the state variable representation, the noise is characterized by the 
covariance function.   Three typical examples which are the most useful and 
occur very commonly in physical system are as follows: 

(a)  Wiener or Brownian Process (nonstationary) 

M ■ = <r"3     s<t    cr"  =  variance 

~  (T~t       t < s 

where E represents expectation. 
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(b)  First-order Butterworth-Markov-(stationary) 

- a(t-s) E[xtXs]   ^Pe- 

(c)   White noise (stationary) 

P and a are constants 

N= 
E I XXJ   = <T    8(t-s) 

where 8(t-s) is the delta function. 

t, s are time epochs. 

In order to avoid being overwhelmed by mathematical difficulties, it will be 
assumed that the system is linear and time invariant.   The assumption removes the 
necessity to deal with non-linear differential equations and avoids the effect of 
the non-linearity on the input noise process.   The noise excitation will be assumed 
to be white noise or Butterworth.  More sophisticated methods will only be intro- 
duced if the calculated errors differ in excess from the measured errors. 

The modeling should be a state variable description of the system and the noise 
processes.   This characterization provides a framework for system description 
which can be linear, time-invariant or time varying.   Thus . flexibility is intro- 
duced in the analysis.  Many statements can be made about system behavior.   The 
description of the actual dynamics is more representative of the physical situation. 
This approach leads to solution techniques that are easily implemented on a com- 
puter which ij especially important if error smoothing is introduced. 

2.3    SYSTEM ERROR MEASUREMENTS 

System errors are identified with a particular system and its components.   These 
errors characteristically manifest themselves as errors due to drift. bias or offset 
errors and experimental errors.   System errors due to drift and offset can be 
eliminated or compensated.   However, experimental errors which are conse- 
quences of the measuring technique and sensors used determine the accuracy and 
precision of the measurements. 

Although experimental errors result fron the randomness in the measured output 
data, they must be differentiated from system random errors.   In the content of 
this report, system random errors are a consequence of the noise-like excitation 
of the system.   Such forms of excitation are random processes. On the other hand, 
whenever a series of repeated measurements are made with a measuring system. 
a variability in the output data is observed.   This non-repeatability of the output 
data is called experimental error.   Typical causes of experimental error are the 
inability to reset a dial to the same position for each measurement or the ability 
of a tracking radar to slew to the same azimuth for each measurement.   Experi- 
mental errors are calculated from the output data while the bias and drift errors 
are measured directly. 
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The actual airborne antenna pattern measurement is a two step process. First, the 
signai radiated by the Airborne Signal Source is measured in respect to a ground 
based coordinate system by means of the Receiver-Antenna system which is slaved 
to a FPS-16 Radar.   Secondly, the data is transformed to an airborne coordinated 
system using the data from the Airborne Monitoring System to orient the transmit- 
ting antenna in the new coordinate system. 

Since the PAMS system is an open-loop system, the errors in each process can be 
measured separately.   The errors introduced in the first step can be classified a? 
direct measurement errors in the received signal power.   However, the Receiver- 
Antenna System is slaved to the FPS-16 Radar, hence, the errors in the measure- 
ment of the range, elevation, elevation and azimuth angle of the moving airplane 
must be considered direct errors.   However, errors introduced by the Airborne 
Monitoring System enter only indirectly in the overall error.   The variables are 
introduced in the system by the axis transformation which is described in the 
Final Technical Report. PAMS Airborne Instrumentation, RADC-TR-74-174, 
page 127-139. 

The measurement program will be outlined in detail in a subsequent section. The 
first set of measurements will serve as means to determine whether the system 
performance is according to specifications.   The second set will function as a 
means for calibration.   Finally, the errors will be measured. 

2.4   DYNAMIC ERROR MEASUREMENTS 

Dynamic errors result when the system is excited by a noise-like signal which 
may be random noise or random noise superimposed on the test signal.   Measure- 
ments made on a system which is excited by a random noise source can reveal 
many important system characteristics.   The noise band or the integrating effect 
of the system on the noise signal can be easily ascertained.   The probability of 
error due to false detection can be measured.  The probability of error as it 
depends on threshold setting can be determined.   Finally. the system stability 
can be studied. 

In the present system, a random noise excitation of suitable bandwidth can be 
introduced into the system as follows: 

1. superimposed on the signal to be transmitted 

2. the input signal to the transmitter 

3. superimposed on the FPS-16 Radar outputs 

4. superimposed on the appropriate signal in the Airborne Monitoring System 

In the present study, the system will be assumed to be linear, time invariant. The 
noise-Uke signals will be assumed additive.    The detailed program will be 
described in a later section. 
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3.0 ERROR CALCULATION 

3.1 THEORETICAL ERROR CALCULATION 

The theoretical system error is defined in terms of the errors in the independent 
variables.   These directly contribute to the overall error.   The method for cal- 
culating the system is determined by the following factors: 

a. specific system model 

b. nature of input signal signals 

c. system noise characteristics 

d. definition of the error. 

The system under study is an open-loop system.   This received signal power may 
be described by a functional relation of the form 

Ps = f (xr x2. x3. x4. xs) (10; 

where 

x- - transmitted power 

x- -= signal frequency 

x« = spatial orientation of the receiving antenna 

x- = mean noise power 

x. = convariance of the noise 

The signal power is redefined in terms of the transmitted antenna spatial distur- 
bance by means of the transformation 

Pt = Op(Jr1.y2.y3)Ps 

where the transformation operator is dependent on the following 

(11) 

y   = spatial orientation of the spatial orientation of the transmitting antenna 
in respect to vehicle 

y,, = vehicle orientation to the receiving antenna (range, azimuth, elevation) 

y    = radar parallax 
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Equation (11 ) can be rewritten as 

Pt = g (yr Yo' 73« *i' x2• x3' x4, x5) (12) 

or 

Pt- S(zvzr 23. z4, z., z6, z7. 2g) 

where the yfs and x's were redefined in terms of the z's. 

In Final Technical Report, PAMS Airborne Instrumentation, RADC-TR-74-174. 
page 71, it was demonstrated that the error in P , the power in a unit volume of the 
antenna pattern can be written as 

N 
(13) 

art      k = 1 v    1 / 

N N      /      \ /      \ 

^Zj ^Az. 

i^j 

where cr.     is the error in the dependent variable z. and p. . is the correlation 

coefficient relating zi and zj variables.   However, Pn = G for those variables which 
are independent of each other. 

In Appendix No. 1. the description of the errors were extended to include the situ- 
ation in which some of the individual zi are functions of othar variables.   As an 
example, the transmitted signal power can be demonstrated to be a function of the 
antenna gain, frequency, boresight orientation, pattern shape and polarization. 

Equation A-6, Appendix No. 1 completely describes the procedure necessary to 
csiculaie the overall system error.   Equation A-l reduces to the case of equation 
(13). if the independent variables are not functions of other variables.   These sit- 
uations prevail as follows: 

1. All variables are statistically Independent and functionally independent. 
(The first term of equation (13) or equivalently the second term of equation A-6 
prevail - p.. = 0). 

2. Variables are statistically dependent and functionally independent (equa- 
tion 113 > or the second and fourth term of equation A-6 prevail - J.; » OV 

3. Variables are statisticsily independent but some of the independent vari- 
ables are functionally relational (equation A-6 orevails - P       .     * 0). 
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Basic to the application of these equations is the requirement that it is possible to 
write an equation in the form of equations (11) and/or equation (12).   If this is • 
possible, the calculation of the error becomes mere formalism.   In the event that 
this relation cannot be written from theoretical considerations, it is possible to 
use dimensional analysis techniques plus the use of measured data to obtain a 
functional relation. 

The equations (13) and A-l define the system error.   No noise-like input signals 
were assumed.   The introduction of noise as an input changes the method of error 
analysis because probability theory must be introduced. 

The system error is described by equations (13) and A-l.   In the development of 
these equations, it was assumed that a." input signals are noise-free.   Thus, 
given any variation in the independent variables, the overall error can be calcu- 
lated with high precision. 

The next step is the calculation of the dynamic errors.   The dynamic error calcu- 
lation now assumes that the input signal can include random noise processes which 
mandates the use of probability theory.   The problem becomes much more complex. 
Two classes of techniques are available.   First, the classical least squared error 
method is a possibility.   Secondly, the linear filter estimation are available theory 
methods.   These are the Wiener and the Kalman-Bucy procedures which are the 
moat likely choice.   These procedures can be considered parameter estimation 
techniques. 

The uncertainty in the estimate of the parameter of concern is measured by an 
estimation covariance matrix.   The error variance is a useful quantity especially 
when system is ^corrected" during a measurement.   The complete error analysis 
can be performed actually without simulating the linear filter by solving the co- 
variance matrix equations. 

These methods require a specific model and a known set of noise statistics.   An 
inadequate model can degrade the power of these procedures.   Thus . the impact 
of the specified model on the error and the error sensitivity must be determined. 
The assumed noise model determines the noise statistics.   Finally, the error must 
be defined that operationally fit the measurement requirements. 

3.2    MEASURED DATA ANALYSIS 

The accuracy of the assumed model must be tested with actual measured data 
before it can be used to calculate the system error.   The requisite measurements 
for collecting the data fall into two groups.   First, the system and bias errors are 
measured.   These measurements are made with stationary signal sources.   The 
necessary corrections must be made to minimize the bias errors.   The system 
error evaluation wiU be used to demonstrate the system performance.   In order :o 
insure that accuracy of these measurements, calibrated signal sources must b' 
used plus a standard gain antenna.   In fact, a coliimation reference would b«? the 
most desirable.   Typical measurement procedures will be described in Section VI. 
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The data reduction process will make use of classical estimation techniques.   The 
parameters of importance for the variables being measured are  he sample size, 
mean, variance and probability distribution.   Pearson's meth^u of moments and/or 
the method of maximum likelihood will yield results of sufficient accuracy.   In 
addition, the confidence intervals will be established. 

The output of these calculations will be a set of nomagraphs which can be used to 
predict system errors given the appropriate input data.   Also, a mathematical 
framework will be available to extend the predictions when additional data becomes 
available. 

The s.econd group of measurements will concern themselves with the dynamic 
errors. This group of measurements can be accomplished in several ways as 
follows: 

1. Add noise of known power spectral density and bandwidth to the trans- 
mitted signal from a stationary source. 

2. Add simulated radar data to the appropriate inputs. 

3. Track a moving plane with transmitter-antenna system slaved to the 
FPS-16 Radar. 

Under the conditions. the PAMS measurement system is an open-loop system 
excited by random noise plus deterministic signals.   Having effectively calibrated 
the system and compensated for bias errors, the dynamic errors can be ascer- 
tained.   It will be necessary to assume the FPS-16 Radar was calibrated and the 
accuracies defined.   It may be necessary to determine the statistics of the noisy 
radar output signals (range, elevation, and azimuth).   The most significant 
parameter is the correlation function or the power spectral density. 

The error can be determined using the Wiener or Kalman-Bucy methods.   As a by- 
product of these two formulas, it will be possible to design smoothing filters or 
algorithms to reduce the overall dynamic system error. 

The output of these measurements will be a second set of nomagraphs that will 
define the overall error under prescribed input conditions and degrees of 
smoothing. 

If the model which was assumed was adequate, the theoretically derived results 
and the measured results will agree with prescribed accuracies.   In addition. the 
results of these calculations will help define the system accuracies and precision. 

Significantly, the data reduction procedures must aim for minimum complexity. 
Although very attractive, no complicated procedure should be considered unless 
the data and accuracies make them necessary and no simpler choice is available. 
Whenever a choice exists between two computational procedures, etc. choice 
should be based on accuracy and computational time, 
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3.3 ERROR WEIGHTING 

Equations II-4 and A-6 have coefficients containing partial derivatives.   These 
coefficients are weighting factors.   It is by means of these coefficients that the 
relative magnitudes of the various system errors can be evaluated.   The signifi- 
cance of the errors are established by a threshold which is set by trial proce- 
dures .   The usual method is to arbitrarily set a lower limit to these magnitudes. 
Repeat by lowering the threshold and noting which errors are relatively insensi- 
tive.   This weighting process can reduce the computations considerably. 

The weighting of the input information is a very specialized process in the Kaiman- 
Bucy theory.   Any weighting has the effect of decreasing the infcrrnatioR upon which. 
the estimate is made.   The error variance is inversely proportional to information. 

3.4 NOISE ANALYSIS 

The analysis of random noise is mathematically a very complex problem which is 
beyond the scope of the study.   However, in the theoretical error calculation, 
random noise is one of the exciting signals.   In order to facilitate this calculation, 
a practical procedure is to assume physically appropriate random noise processes 
as sources of excitation which «ire known to be associated with the class of prob- 
lems .   These noise processes have well-known statistics and are relatively easy 
to tract analytically.   The three random processes which were described in Sec- 
tion 2.2 are likely candidates .  These are the white noise (Gaussian) processes . 
First-Order Markoff or Butterworth and the Wiener Process.   The first two are 
stationary random processes while the third is non-stationary. 

The results of the theoretical error calculations will ultimately be compared to the 
measured results.   Thus. the validity of the assumption as to the noise process 
will be measured.   It is believed that only the stationary noise processes will be 
required.   This belief can be substantiated from previous radar studies . 

An integral part of the measurement program will be to establish the statistics of 
the noisy signals which are encountered.   Typical noisy signals are the radar out- 
put signals (range, azimuth, and elevation) and the received signal.   Given a 
signal which represents a desired signal plus noise, the noise characteristics must 
be known in order for the measured data to be useful.   Four statistical parameters 
must be known in order to characterize the noise.   Tht>se are the average value. 
mean-squared value, power-spectral density and,or calculation function.   A by- 
product of the measurement of the average value and the mean-squared value is 
the determination of the stationarity of the process.   Actually . if the average value 
and the mean squared value are time independent, the process can be said to be 
wide-sense stationary which is adequate for the present study.    The power 
spectral density can be measured directly by standard laboratory analyzers.    The 
correlation function is best obtained by calculation.   The Fourier Integral of the 
power spectral density is the correlation function.   The correlation lunction mav 
be calculated directly from the measured time signals using the Tukey algorithms . 
The resulting parameters which characterize the measured random process can be 
used with the system to calculate a system error.   The calculated theoretical cai ■ 
dilations can be compared with the measured errors to obtain an evaluation of the 
system error.   If the theoretical error calculated using the assumed noise model 
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agrees with experimentally allowed error variance, the measurement of the noise 
may not be necessary for the error calculations.  On the other hand, if error 
smoothing is desired, then, the actual noise statistics must be known for the 
Wiener or Kalman-Bucy smoothing filter determination. 

3.5    FIGURE OF MERIT 

A figure of merit is usually a dimensionless quantity or a numeric which is used 
to compare the performance of a system against some standard.   This quantity can 
be formulated in terms of principal parameters which describe the system function- 
ing or evaluate the systems's output.   Significantly, the figure of merit can con- 
cern itself only with those parameters which describe a particular aspect of the 
system Performance being studied. For an example, assume that the azimuth angle 
output signal of a tracking radar is a sinusoid plus random noise.   A physically 
meanful figure of merit can be variance of the signal voltage divided by the square 
of the mean value of the average of the output signal.   This factor also can be con- 
sidered the noise to signal ratio.  Another figure of merit that is useful for some 
applications can be the signal correlation time divided by the signal bandwidth. 

An objective of the system modeling study and the theoretical error calculation is 
the development of a suitable figure of merit.   The quantity will be used to assign 
a value to an antenna pattern measurement which makes it possible to gage the 
utility of the measured pattern in terms of such quantities error of the system and 
the background noise.   In addition, performance nomographs can be prepared 
with the figure-of-merit as a parameter.   It may be useful to derive two flgures- 
of-merit.  One can be used as a measure of the system performance while, the 
second can be the measure of the measurement error. 

4.0    SOFTWARE ERROR ANALYSIS 

The Software Error Analysis will be concerned with two groups of errors which 
are as follows: 

1. Data Processing Errors 

2. Calculation Errors 

Within the context of this study, data processing will consist of reading the vari- 
ous signal outputs, operating on the signals and feeding the processed signal into 
the computer input.  The major sources of error in the data processing are the 
sampling errors and the synchronization errors. 

Several of the output signals are analog types.   These signal outputs are deter- 
mined by taking time samples at specified time intervals.   When dealing with time 
samples three sources of error present themselves. 

Since some of the signals are imbedded in random noise, the statistical indepen- 
dence of the time samples and threshold setting used in the measurement must be 
determined.   These considerations are especially important when considering the 
signal that represents the receiver power at the PAAIS antenna.   Time sample 
independence is determined from a knowledge oi ihe autocorrelation function of tho 
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random noise.   The autocorrelation function of a noisy signal is determined from 
the noise power spectral density and the frequency bandwidth of the driving cir- 
cuitry.   The second consideration is the threshold setting which fixes the proba- 
bility of error.   This problem was discussed in PAMS Airborne Instrumentation. 
RADC-TR-74-174. Section II. 2.3. 

An additional consideration is the sample size which is the number of time samples 
used to determine a data point.   The number of samples should be sufficiently 
large to insure the statistical reliability of the results.   Classic sampling algo- 
rithms are available for this determination. 

The oyachronization errors arise because the measured data is acquired in two 
processes.   The Data Acquisition process collects data in real time from measure- 
ments made at the ground-based antenna platform, while the calibration process 
collects calibration and flight data in the moving vehicle.   The Merge process com- 
bines this data for calculation of the antenna pattern.   However, the time sampling 
intervals used in processing the signal strength data must be coherent with all the 
flight data.  Any slip in the synchronization of the various signals manifests itself 
in an error in the resulting pattern.   This problem can only be analyzed when the 
final system configuration is developed. 

The second group of errors arise because of the numerical procedures used in the 
pattern calculations.   The typical causes of calculation errors are round-off 
errors , overflow, use of single precision routines instead of double precision 
routines.   The choice of a calculation routine is determined by the target system 
error and computer time required for calculation.   The candidate routines usually 
represent a trade-off between the two factors.   Ideally, the error introduced by 
the computations should be at least an order of magnitude less than the smallest 
component system error.    This aspect of the computational error analysis will 
be relatively simple because the calculations under consideration are quite 
elementary. 

5.0    CONCLUSION 

A design for an error analysis of the PAMS Precision Antenna Measurement System 
was developed.   The various errors were divided into two major groups which 
were system and dynamic errors.   Within each group, two subgroups were 
defined.   The errors which should be considered in th^ analysis were identified. 
In addition, the error measurement was discussed. 

The calculation of the system error was delineated.   The need and requirements 
for a system model was described.   Also, the various considerations which are 
required for the model development was discussed.   The theoretical error calcu- 
lation, measured data analysis, error weighting, noise analysis and figure of 
merit was detailed. The analytical techniques that are appropriate were identified. 
Finally, the errors to be considered in the software error analysis were described. 
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APPENDIX NO. 1 

VARIANCE OF COMPOUND ERRORS 

The received signal, Er, at the PAMS antenna can be assumed to depend on N vari- 
ables.   Functionally, the signal can be expressed as 

€. = ^(V i=: * N 
r       o      i 

where the coordinate system is fixed at the receiving antenna.  As an example the 
variables can be r, the slant range of the vehicle in respect to PAMS, B, the azi- 
muth angle, (b, the elevation angle, \, the wavelength of the radiated signal, tr. 
the receiver threshold, NQ, the noise power, and €2« a multipath function. 

An error in e   can be expressed as 

N 

i=l        1 

where Ax. are the errors in the independent variables,   e   is normalized to unity. 

In the system under consideration, the received signal should be defined in 
respect to a coordinate system fixed at the moving antenna.   To obtain this result, 
it is necessary to transform the coordinate system from the PAMS antenna to the 
radiating antenna.   Not all of the N independent variables ere affected by a coordi- 
nate transformation.   3uch variables as wavelength, receiver threshold, etc. are 
independent ov the coordinate system transformation. 

Assume M of the N variables are transformable.    Then equation A-l can be 
rewritten as 

i*l        l i=M*l 1 

A coordinate transformation of the M variables can be written as 

and 

x. = G. (y,) y=l. . . . P 
1        \   J] J 

p    3G. 
Axi =E w; Ayi A-3 

j=i   J 
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Substituting into equation A-2 with the result 

P 

It   = r 
j=l    i=l J i=M+l 

A'4 

Equation A-4 is the desired expression for the error in the measured received sig- 
nal in terms of the errors in P variables which depend on the coordinate system 
selected and N-M variable which are independent of the coordinate system, 

The variance of the received signal is expressed as 

o-2€    = E(A€J2-    E a r r        / 
h A-5 

2 .. where E( A€r)   is the mean or expectation of the square of the error and E( A€r) 
is the mean of the error. 

Then, 

P     M ?c N 
:(AV=ZLlt ay:EUy3) + I^ 

j=i i-i i=M+l 

-P-E(AX.) dx. i 

The square of the error becomes 

]=1 i^l m=l i*l 

j = l    i=l r^M^l     r        i        J 

N N 

S   S 1T7T (Axi ) (Ax.) 

i=M^l i=M^i i       J 
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Rewriting 

(As 

M      / 3GA 
(Ayj)' 

P     M_   J, 5. aF   5. iS. !2l (^.) (Aym) 
1 J 

^   L=l    M=l i=l 
j+m.Hl 

t ©' <"'> 
i=M+l 

N        N ^    ^p ll_il-ax,) (Ax,) 

i=M+l i=M+l 
i+j 

^1   i=l r=M*l 
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Substituting into equation A-5 and rearranging, the desired result is obtained. 

P     M    / 0 

cr 

j=l i-l x    1       3/ i=m+l 

t-i i-t ^ h   l  m axi 'yj   ^x">   j 
j=i   1=1   m=l   if=l J 

j*m. i*^ 
A-6 

N N 

,S Z^v^^^^i 
i=iVI+l j=M*l 

i*3 

P    M      N 

L-4 LJ   LJ    ay] ^Är 3xr ax.  <?y.      yj   ^  r 
j=l  i=l  r=M-l 

Where the o are the correlaUon coeificients of the indicated pairs of the independent 
variable errors as indicated by the subscripts.   The correlation coefficients varies 
from -1 < p < 1. 

When each p is zero, the last three terms are zero tor the case when all the inde- 
pendent variable errors are uncorrelated.   It is reasonable to expect that the fourth 
term should normally be :;.TO because it is highly unlikely that the errors in the 
independent variables that are dependent on the choice of coordinate system will be 
correlated to the variables independent on the particular coordinate system. 

The number of variables that define equation A-6 is P-OMI).   Hence, the number 
of terms in equation A-6 is 

iVl     ^Vl V V1 v     ViV-P     v2-v 
li •    I2j    (V-D: * 2:or-u:       *     :     =   : 

When all the variable errors ire uncorrelated. the number o: terms is V .   !: N'=T. 
M=3. ?=3 then V^S.   The number oi terms in equation A-6 becomes 16.   It becomes 
apparent that variables must be carefully selected m order to keep the mathematics 
trackable. 
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APPENDIX III 

SITE EVALUATION AND PROPAGATION ANALYSIS FOR THE 
PRECISION ANTENNA MEASUREMENT PROGRAM 

This report presents results of a preliminary study performed by Atlantic 
Research Corporation for Actron to evaluate effects of the Precision Antenna Mea- 
surement System (PAMS) site and signal propagation on system performance. The 
scope of the study included a preliminary analysis of the site lor the purpose of 
identifying potential sources of RF interference, and defining propagation effects 
which would affect performance of the PAMS .   Potential sources of RF interference 
include emissions from communications, radar, and navigation systems operating 
in the vicinity of the Verona test site as well as possible contributions from power 
lines, automobile ignition systems or other significant incidental sources.   Prop- 
agation effects which were considered include reflections from obstacles or 
terrain, signal blockage by obstacles or terrain, multipath effects, polarization, 
weather, ground constants, etc. 

1,0 BACKGROUND 

The Precision Antenna Measurement System (PAMS) provides the capability for 
dynamic measurement of airborne antenna radiation patterns or, alternatively, of 
the effective radar cross section of airborne vehicles.   With the airborne antenna 
radiating, the aircraft follows a predetermined flight profile, aided and controlled 
as necessary via voice radio communications with the PAMS facility.   The auxil- 
iary radar continuously skin tracks or beacon tracks the aircraft and provides 
target range, azimuth, and elevation data to the PAMS equipment in real-time. 
The PAMS antennas, being slaved to the tracking radar, also track the aircraft 
and receive the emissions from the airborne antenna.   Dynamic changes in the 
PAMS-to-aircraft viewing geometry will, if properly programmed, permit PAMS 
to observe all desired portions of the mainlobe and sidelobe structure of the air- 
borne antenna's radiation pattern from measurements of the amplitude of the sig- 
nal received at each viewing an^le.   The measured data is then merged or recom- 
bined as necessary during subsequent data reduction to produce the desired 
antenna pattern plots.   The two auxiliary equipments enhance the overall utility 
of the PAMS system.   The PAMS Airborne Monitoring-System (AMS) is a pod- 
mounted instrumentation grouping which includes a two-gyro stable platform to 
monitor aircraft attitude.   The altitude data, a timing reference, and altitude data 
ore recorded by a digital tape recorder for post-flight merging with the ground- 
derived data.   The availability of this additional data from the AMS has both oper- 
ational advantages (e.g., eliminating the requirement for the pilot to closely 
control aircraft attitude) and pattern determination accuracy advantages.   As will 
subsequently be discussed. PAKS can operate satisfactorily without AMS data. 
but flight pattern options are much more limited under these conditions plus the 
accuracy of the measurements is altered. 

,-» 
The second PAMS auxiliary equipment, the Airborne Signal Sources (AS") ore 
used to excite airborne transmitting antennas and antennas which are a part J( 
passive avionic systems and. therefore, normally do not radiale.   The signal 
sources have a less direct bearing on aircraft flight profile selection than the 
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AMS,   When employed, their principal impact is that the data acquisition rate 
(sampling rate) tor PAMS may be affected in a manner that requires a lower air- 
craft flight velocity than might otherwise be used. 

In order to utilize the PAMS most effectively, it is essential to know what limita- 
tions , operational constraints and degradation are imposed by the site and the 
resulting signal propagation.   What is required in the present study is a rigorous 
analysis of the effects of the site and propagation on the overall operation of the 
PAMS, and a careful definition of the limitations resulting from the environment 
in the vicinity of the site. 

2.0    RF ENVIRONMENT SITE SURVEY 

All electrical and electronic equipments contribute to the PAMS total RF environ- 
ment.   Equipments such as communication, navigation and radar transmitters, 
which are intended to produce RF signals. are generally the most significant con- 
tributors to RF environment.   However, there are numerous other sources such 
as power supplies, generators, electrical systems, switches, relays, digital 
checkout and control equipments, etc. 

There are a number of active RF systems at Verona covering an extremely broad 
frequency spectrum.   Figure 1 shows a site plan for the Verona Test Annex. 
Table I identifies the RF radiating equipments, indicates their location, and pro- 
vides their approximate distance from PAMS.   Actron has performed a preliminary 
analysis of the conditions of RF interference present at the PAMS site as a result 
of these RF systems.   The results , which were based on free space propagation 
loss and RF alignment of the antennas associated with the potentially interfering 
source and PAMS, are shown in table II.   Reference to table II indicates that some 
very large interfering signal powers (up to 68 dBm) are available at the input to 
PAMS and these signals must be considered in terms of the impact which these 
interfering signals will produce to PAMS.   Such an investigation is beyond the 
scope of this preliminary' study. Section 3 contains recommendations for a detailed 
evaluation of the effects of the RF environment on PAMS operation. 

3.0 PROPAGATION ANALYSIS 

Propagation considerations of interest include reflection from or blockage by 
objects or terrain surrounding the Verona site, propagation path loss. and multi- 
path effects.   Each of these are discussed below . 

3.1 TERRAIN AND OBSTACLE REFLECTIONS AND SCREENING 

The effects of terrain and other obstacles such as buildings . towers . etc, in the 
vicinity of the Verona site must be evaluated in terms of possible blockage or 
undesired rejections for either the b?S-l6 or the PAMS.   Signal blockage would 
result in a loss of signal which would be incorrectly interpreted as a null in the 
antenna pattern.   In order to avoid this problem, it is necessary to define those 
regions of space in the vicinity of the Verona Site where blockage will occur, and 
avoid using them for antenna pattern measurements.   Atlantic Hesearch has a 
computer program vrhich will be used to calculate line-of-site coverage ^or 
alternately regions of signal reflection or blcckage) as a function of range and 
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TABLE I. EMITTER LOCATIONS 

Bldff, Site Emitter Unit                       Dist. to PAMS  (ft) 

1 1 1 FPS-74 4060* 
1 2 MR0113 3260* 

2 2 1 MR098 3410* 
2 4 1 SPS-8 2810* 

5 1 SPS-30 2735* 
6 1 TPS-40/MPS-16 2530* 

4 7 1 FPS-6 2215* 
8 1 FPS-65 2065* 
9 1 FPS-67 2095* 

Hdqtrs. 10 1 URN-3 2220* 
11 1 GRC-27 2220* 
11 0 GR027 2220* 
11 3 GRC-27 2220* 
11 4 GRC-27 2220* 
11 5 GRC-27 2220* 
11 6 GRC-27 2220* 
11 7 GRC-27 2220* 
11 8 RT-723 2220* 
11 9 RT-723 2220* 
11 10 RT-723 2220* 

Tower I 12 1 K-Band 965 
12 2 Q-Band 965 

6 13 1 FPS-16 640* 
11 1 SG1-B 400* 
15 1 HF XMTR. 156 

7 16 - PAMS 0 
17 1 MPQ-29 130* 
18 1 MSQ-U 320* 
18 2 MSQ-U 320» 

8 19 1 TROPO 670* 
20 1 TROPO 605* 
21 1 SCR-584 770* 

Tower 2 26 1 FRT-60 3000* 
26 o S-Band Breadboard 3000» 
28 - H.F. Trans. TWR 150 

Mobüe 1 30 1 ♦•TPS-1D 4000* 
Mobile 2 31 1 ♦•TRAIL III 4000* 
A 32 I NIKE "X" 1450* 
B 33 1 NIKE "X" 1695* 
C 34 1 NIKE ^S" 1570* 

• Operate in the PAMS frequency range. 
•*These are mobile units - 4000 feet was assumed distance from :he PAMS site 

Only those sites known to have an active source are listed. 
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elevation from a reference location.  In order to utilize the program, it is neces- 
sary to specify the location and height of terrain and obstacles with respect to the 
reference locations.  Figure 2 illustrates sample terrain contours and the corre- 
sponding computer typs display which is provided by the Terrain Effects Routine. 
The figure represents a screening profile along a particular radial from a refer- 
ence location.  The clear area is free from reflections or blockage, whereas, the 
area indicated by X's is subject to reflections or blockage.   It is recommended that 
a detailed study and evaluation be performed to determine the screening profiles. 

3.2    MÜLTIPATH PROPAGATION 

Another source of error for Jxe PAMS results from muitipath.  For the purpose of 
this discussion. the term error is used to refer to the difference between the free 
space pattern of an antenna mounted on an aircraft, and the pattern of the same 
antenna/aircraft measured in the PAMS air/ground environment.  It should be 
recognized that for many applications the PAMS environment is typical of an actual 
operating environment.  In this case the PAMS variations from the free space 
pattern should not be regarded as errors but rather should be considered to be 
representative of actual operational performance.   However, in order that results 
obtained with PAMS be correctly interpreted, it is important to be able to define 
the effects of muitipath and other propagation ab. lormalities on the antenna 
patterns.  The types of muitipath which must be considered result from specular 
and diffuse reflactions from the ground and other nearby objects; and from dis- 
tant terrain features such as hills, etc.  Figure 3 illustrates the problem and 
defines the parameters of Interest. 

Referring to figure 3. the following relationships exist: 

di = "t- 

hi 
tan y   3   5280 i1 mile» (3) 
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For a plane surface, specular reflection will occur for grazing angles such 
that (1) 

♦a«v ^   0.01777 tan y >  r^ 
(f       ) ' 

(4) 

This condition will be satisfied for many conditions of interest for the PAMS. 

Because the reflected signal has traveled over a greater distance, it is delayed 
more than the direct path.   The path length difference, expressed in degrees at 
a given frequency (f MHz) is given by 

<*> = 
1.385 s 10 -4 h^ f MHz 

d miles 
(5) 

The reflected signal will combine with the direct signal, and the relative phase 
will depend on specific geomet ^.   The resultant signal level will vary with air- 
craft position. and a moving aircraft will produce modulation on the signal.   In 
general, nulls resulting from multipath fading will be spaced at least one-halt 
wavelength apart. 

The model for multipath propagation as depicted by figure 3 assumes that a single 
ray is propagated from the source and the earth's reflecting surface is flat. 
Actually, a bundle of rays is propagated from the source.   Since the rays Icav«» 
the source at different angles. a divergence or spreading of the rays result.   This 
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effect increases with increasing distance.   Since the rays are incident upoa the 
convex side of the earth's spherical surface, additional divergence occurs because 
of the curvature of the surface. 

The divergence factor D can be calculated from geometric considerations, fig- 
ure 3-A.   The factor D compares the density of the rays in a small cone reflected 
from the spherical earth near the principal point of reflection with the density 
that rays of the same cone would have if they were reflected from a plane reflec- 
tor at the same point.   The field strength is proportional to the square root of the 
ray density.  Actually. D is the square root of the ratio cross section of the cone 
after reflection from a plane to the cross section of the cone after reflection from 
the sphere. 

The divergence factor D is 

D * 
2rl r2 

a (^1 
+ i,2) sin*2 

m 

Figure 3-A.   Geometry for the Divergence Factor D 
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Geometry for the Divergence Factor D 

A1 =   (R1+R2)2sin r1 dr 1 d(i> 

2 K    =  (a + z2) sin dcos r^dß  d* 

.-, = % 

*'   /.—Ulis  
J        a(r1 + r2)sin d> 2 

R1 =   (a -»• z^ cos T^ - a cos -2 

R2  =   (a ■»• z2) cos T3 - a cos r 

dO.^d^ 

ü M •« 

21       Z2 
a        a 

a sin^ ^ ad 5= (R^R^) 

R. - r.     R,, - r^      r1 and r0 are ground ranges 
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The symbols and necessary assumptions are defined in figure 3-A.   This factor is 
unity at high grazing angles ^2 and decreases to zero as ^9 decreases. This factor 
becomes important at small angles, low heights of source and receiver and short 
ranges. 

At microwave frequencies, it is not valid to treat the earth as a plane reflecting 
surface; rather the rough character of the earth's surface must be taken into 
account,  A sizeable literature has grown up around the problem of scattering of 
electromagnetic waves from rough surfaces and numerous models are available. 

The effective roughness of a surface to a reflected wave depends on the surface 
height variance <T±f wavelength X and the grazing angle y.  The Rayleigh crite- 
rion, which may be used to specify surface roughness, is defined as: 

47rar 
g  ~ -n^siny. (6) 

For g « 1 the surface is considered smooth. 
For g »I the surface is considered rough. 

It has been firmly established both theoretically and experimentally that two dis- 
tinct components arise from rough surface reflection - a specular component and a 
diffuse component.  The specular component behaves much like mirror reflection 
at a point being predominant when g« 1 and being coherent and very slowly 
fading.  Most of the energy contributing to the specular component is reflected 
from within the first few Fresnel zones surrounding the specular point.  The dif- 
fuse component consists of energy reflected over a relatively wide area of the sur- 
face .  It predominates for g »1.  For the parameters of interest both components 
are important. 

The direct path component is obtained from the radar range equation.    The 
received power is: 

PTGTGR   X'- 
PD 5 oET) (') 

(4TR)- L(R) "   U 

where: 

P - transmitted power 

G - transmitted antenna gain 

0R = receiver untenna gain 

A = wavelength (meters) 

R = distance between transmitting and receiving antennas vmeters) 

L(R) = c  *    attenuation loss 

E- « received signal amplitude 
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Considering horizontal and vertical polarisation separately: 

H      PT
X2G!J(^.«)  G2(d:*r)cos2aR^«9;^f)sin2aR 

u (4TrR)^L(R) 

v      ?T
X2G^{et6)  G^id ;*')sin2aR>GR(Ö :«')cos2aR 

D (4TrR)2 L(R) 

where: 

PD = direct path power received with horizontal polarization. 

V PD = direct path power received with vertical polarization. 

u 
GT(d.^) = transmitting antenna gain for horizontal polarization. 

GT(^,6) = transmitting antenna gain for vertical polarization. 

GR(d!<i>') = receiving antenna gain for horizontal polarization. 

GR(Ö!V') = receiving antenna gain for vertical polarization. 

The total direct signal power is 

Following Beck/narn and Spizzachino , the specular component Is introduced by 
multiplying the standard Fresnel reflection coefficients PJJ» PX for re^ectlon trom 

a plane surface by a specular coefficient p^. where: 

PQ  = exp — ^ (-TÄsiny)-^ = e s ' " vll) 
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At microwave frequencies, the ground conductivity (typically a»L0~3l^ho/m) is 
negligible so that Fresnel coefficients for dielectric media are acceptable^ and 

H 
1   0 

1  0 

2      1 /*> siny-(€/€o-cos y)1/- 

siny'^■(€ /<0-cos2 ?) 1/2 

€/€0sin -(€/€0cos2y)1/2 

(12) 

ic/cosin  +(e/€o cos2y)l/2 

where € is the ground dielectric constant. 

(13) 

If operation over seawater is to be considered, appropriate modifications in the 
Fresnel reflection coefficients must be made. 

The received specular signal amplitude is given by 

where 

B H 

4 

Es • vSßü'PsrX 

horizontal component signal level not including reflection effects 

2PT
A2G" (Ö.y)[G"(^:y')co32aR^(ö;y)sin2aJ  |1/2 

(4TRS)
2 L(RS) J 

vertical component signal level not including reflection effects 

2PT
A-Gp(^-y) [G^W:Vt)cos-uR*GR(^ .'y^sin-a^^J ''  " 

1 ■   " 1        ■ ■ i* 

(4TrRsr L(RS) 

V    = 

specular path length 

R[l-fc|*sind)]l/2 

wave grazing angle 

=  tan [ Rcosö     j 
h 
R 
6 

transmitting antenna height 
direct path length 
dircrait elevation angle. 

(14) 

(13) 

(16) 
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The differential time delay, ig, relative to the direct path component is just 

.ca|[H4fsi„«]'«-ij. RQ-R 

The differential Doppler shift. 8Cü   »on the carrier frequency is 

6cuo  s |sin(7-*)ü>o. (18) 

where 

R     = — = change of range with time or range rate 
dt 

g 
C     = speed of light - 3 x 10   meters/second 

a)      = carrier frequency in radians per second. 

Analysis of the diffuse component is complicated by the fact that a large area of the 
scattering surface participates in the reflection process and the antenna gain pat- 
terns can vary considerably over this area.  Approximate calculations have been 
performed by Staras^ and BelloO) based on the assumptions: 

• Specular point is much closer to the receiver than to the transmitter (d9» d. 
In figure 3) -       i 

• antenna gain patterns do not vary appreciably over the reflecting surface 

• surface is rough» g »1 

• elevation angle, 6. much larger than R .M.S. surface slope. 

The first two assumptions are reasonably well satisfied by the PAMS.   However, 
the last two assumptions may be violated much of the time.   The results of these 
calculations show that the ratio of diffuse component power. N... to direct com- 
ponent power. PD, is 

GT(d.-y)GR«r.V) 
1   -!n   ii2GT(^ 4)GR(^.»V) (19> K -N 

That is. except through dependence on PQ. NH/PD is independent of v. y, and 
g.   This has been confirmed experimentally W. 
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It is necessary to make some modification so that the model can be used at small g 
and y.  It is known that the diffuse component vanishes as g approaches zero and 
varies roughly as the inverse of the specular component at small g(6).  There- 
fore, we introduce a diffuse coefficient PD similar to ps given by 

^D = exp ^ - ? ( 2   4TrGrgSiny V =  e-1/2*' (20) 

For this case, it may be possible to approximate the diffuse component power by 
the following expression: 

NDS r H (B«)2 
*   PT r 2 (B^r (21) 

It should be noted that this calculation is based on the Kirchoff approximation and 
ignores the effects of multiple scattering and depolarization. 

In order to see the effect of multipath on the received signal it is necessary to look 
at the signal format in more detail.   If the general case of AM and FM modulation 
is considered, the direct path signal, S-U); has the form: 

SD(t) * ECt) sin ü)ot^sin[cum(t)t]j 

where: 

^0 

m 

I 
S 

ß 

E(t) 

« carrier frequency 

» w. * St = instantaneous modulation frequency 

= modulation frequency 

= frequency sweep rete 

» modulation index (nominally = I) 

= envelope function 

Now consider a multipath signal S^CO of the form 

SM(t)   , ASD(t--^ii) 

(22) 
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where 

A = attenuation factor 

6R(t) = ÄQ+Vt = differential path length relative to direct path component 

R0 = differential range 

V = differential range rate 

Using this in Equation (22) gives 

SM(t)  = AE(t (l-V/C)-r) xsin (a)'t-^o r) o 

+ /3 sin    (to^d-V/O-^D+S [(t-r 

-2V/C(t-r) t+ (V2/C2)t2l 

)2 

where 

T    * R0/C = delay time 

a>f    = UKQ-V/C) = Doppler shifted carrier 

If V/C is taken as zero except when multiplied by the carrier frequency, this is 
simplified to 

SM(t)  = AE(t- 7) sin j (oT t-cdoT) 

iSsin   [^S(t-r)l   (t-r)( 
(23) 

There remains a time delay, r. in the envelope, an RF phase shift, ^o T. on the 
carrier, a Doppler shift.6CDo = w'w0, on the carrier, a shift in the modulation 
frequency, S (t- r), and a time delay. r. on the modulation. 

This is still quite a complicated function.  If one attempts to add Equation (23) to 
Equation (22) and express the resultant as an envelope and phase, the result is 
a completely unmanageable expression.   However. for the specular ground- 
reflection component, the differential Doppler shift is quite small. 5ü)02r5 Hz to 
100 Hz. and the time delay is restricted to r < 0.1 microsecond.   In particular. for 
the geometry shown in figure 3 with hi a io m' R = l km' ^ r 01 ra<i' R - ';00 

knots * -500 m/sec and Cü0 s 5 GHz, then  r» 73 nanoseconds and 5ü)0 = 25 Hz. 
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For the specular case and /3 = 1. Equation (23) further simplifies to 

Ss(t)  = AE(t) sin jcü^t-cü^r+sinfcü ^t-r)! { (24) 

This can now be combined with Equation (22) to give the resultant SR(t): 

SR(t)   ' SD(t)+Ss(t)=A(t)sin  fc»0t^R(t) (25) 

where: 

A(t)    » envelope of the resultant 

<f>^(t)   = phase of the resultant. 

The envelope can be calculated and is 

A(t)  =  ED(t) I l+A2^2Acos r6a*0t-a>or-2cos(0)^-^/2)1 j (26) 

where: 

A = attentuation factor shown in Equation (24) 

z   3  2sin(-y-). 

For the specular component with r = .1 microsecond and w. = 100 kHz. z   =  0.01 
and the expression for A(t) reduces to 

A(t)  =  EjjÜ) ri+A2>2Acos(5a)ot-(üo   )1 

and the resultant envelope is distorted by the function 

1/2 

1/2 

1 ♦A2* 2A cos (5ci>ot-aio   ) 

It should be emphasized that the approximations used In obtaining Equation (24) 
are no longer valid, if r is larger than a few microseconds.  Although an analytic 
expression is not available for the resultant of a direct path signal plus a long 
time delayed multipath. it is possible to get a rough idea of the nature of such a 
signal.   The envelope will be roughly the superposition of E^Ct) with AEo^-n . 
For the times during which both signals are present. there will be beats at the 
difference between the two modulation frequencies. u>, a)-a^(t- r) = Sr.   In 
addition, while both signals are present, ail of the effects occurring in Equation 
(26) will appear (i.e., beats at the Doppler frequency 6W. and RF phase shift 
uj  r, and a sinusoidal amplitude modulation at the modulation frequency . a>.). 
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f 
The analysis presented above demonstrates that the problem of modeling multipath 
is a formidable task.   In order to avoid some of the obvious complexities inherent 
in modeling multipath, but on the other hand not to simplify the problem out of 
existence, the following assumptions and considerations were made. 

• Ray theory is valid.  This is somewhat true if we can assuire that the 
reflecting surface is large and leads to specular reflections. 

• The effects from discrete multipath are present only in certain regions in 
space that are defined by the particular geometry. 

• No diffuse reflections take place. 

• There is only one significant multipath component. 

If the above assumptions are made, the vector diagrams as shown in figure 4 can 
be constructed where; 

^ = resultant field 

EQ = free-space field 

E^ s reflected field 

0 « path length difference 

*      s   phase shift encountered by the ray upon reflection from the 
earth. 

ER • rE0 

Figure 4.   Vector Diagram of Ground - Reflected Multipath 
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From the vector diagram the ratio of the resultant field to the free-space is given 
by: 

*(*) = rr=J\ + ?z + 2?<ns{e~*) (27) 

where 

P  s   absolute value of the reflection coefficient. 

The reflection coefficient is given by 

^ = ^siny-N^cos^ (23) 

N^siny ^N'-cos"? 

where 

Y  -   the graring angle and 

r Ja>e0 

When ground reflections do not take place E_ » E0 and g(^) a 1 

If the multipath propagation results from a large discrete object such as a building. 
the result will be a region in space where the multipath effects are experienced as 
illustrated in figure 5.  As long as the assumptions provided above are satisfied» 
Equation 27 can also be used to determine the ratio of the resultant field to the 
free-space field for the discrete multipath problem. 

For the PAMS. the errors resulting from multipath are directly related to the 
parameter %{$)•  The following paragraph presents a discussion of the errors 
which can result for various configurations. 

The effects of two path propagations can have a significant influence on the 
apparent pattern of an antenna used in air-to-ground applications.  For example. 
figure 6 shows an experimental radiation pattern for a half-wave vertical dipole 
used for ÜHF air-to-ground communication over sea water.  The prefence of lobes 
and nulls is obvious and multipath conditions such as those shown in the figure 
could result in significant errors in the measurement of antenna patterns. 

The errors which result will depend on the specific flight path used in the test. 
For example, figure 7 shows the variations in received signal which result from 
an aircraft tlying a radial path at a constant altitude.   Reference to this figure 



From the vector diagram the ratio of the resultant field to the free-space is given 
by. 

£ , ——  
g(0)  =  p^= wl > r2 * 2r cos(0-<iO (27) 

where 

P  s   absolute value of the reflection coefficient. 

The reflection coefficient is given by 

fe^ = Ä N2siny-N2-cos2y f^ 
N'siny ^-N'-cos-y 

where 

y  -   the graring angle and 

M2   x   e -j ^1 
rJaie0 

When ground reflections do not take place EQ a £Q ^d g (^) • l 

If the multipath propagation results from a large discrete object such as a building, 
the result will be a region in space where the multipath effects are experienced as 
illustrated in figure 3.  As long as the assumptions provided above are satisfied. 
Equation 27 can also be used to determine the ratio of the resultant field to the 
free-space field for the discrete multipath problem. 

For the PAMS. the errors resulting from multipath are directly related to the 
parameter g(^).   The following paragraph presents a discussion of the errors 
which can result for various configurations. 

The effects of two path propagations can have a significant influence on the 
apparent pattern of an antenna used in air-to-ground applications.   For example, 
figure 6 shows an experimental radiation pattern for a half-wave vertical dipole 
used for UHF air-to-ground communication over sea water.  The pre?ence of lobes 
and nulls is obvious and multipath conditions such as those shown in the figure 
could result in significant errors in the measurement of antenna patterns. 

The errors which result will depend on the specific flight path used in the test. 
For example, figure 7 shows the variations in received signal which result from 
an aircraft flying a radial path at a constant altitude.   Reference to this figure 

37 



THIS PAGE IS BEST QUALITY PRACTICABLE 

FROM COPY FURNISHED TO DDC t^mmxim antenna: Hulf-wav* vrtuui 

fc Tiansmiticr powtr uutput: ti watt«! 
. .       »^   ^        ^      rf^V »*   A.^umwl communuution -«ystem Uw»: ii lib 

_ RX Antmna: X/2 Vtrtical Dipoli 
^«'iSSlSr Ground Anttnna Htiqht:   100 

Thaoratical UMF Radiation Patttrns 

340 

! Vtrtical Oipol« 
Ground Anttnna Haight: 46,5 and 70.5 ft 

Expartmantal UHF Radiation Patttrns 

Figure 6.   UHF Radiation Patterns 

S9 

j*o 

«^nrfJUvj.^F^ ^S^t- 



SSäS"-^ 

10    20    JO    40    50    60    70    80    90   100   110   120   130   140   IM 

Thfortticil Comparison of UHF Pttttrni 

vr     *r      xr zr   ter    w 
_1 ! ! J L 

J0       10     50   M  TO 1010100 ISO     .X» 

Exporimtntal UHF Pittarn Ovar Saa Watar 

Fiffuw 7.   UHF Multipath Signal Variations 

90 



CD 

V 

to 
7 1111111 IT 

TIME 
120 ISO 200 
"Tn"r MIT- r i M i 

Ground Multipath Maximum ■ 0.06°, Dlicrttt Multipath Maximum • 0^5° 

s t- 

i*p     80 
V| i i i i i i i i i i 

TIME 
120 Hi] 200 

TTT"r~riT i | i 

Ground Multipath Maximum ■ 0.12°, Oiscrtta MuJtlpath Maximum ■ 0^5° 

F— 

i. 
S h 

f 
TIME 

40  gO 120 160 200 2 
; > I i [ I I M |T-riT'yT-TrryrT"ri"i n T^" 

Ground Multipath Maximum - 0,073°, Oitcrtta Multipath Maximum ■ 0.5° 

Figure 8.   Effects of Ground and Discrete Multipath 

91 



and surface are necessary so that the multipath channel may be simulated by 
digital computer.   The simulation is» in turn, necessary for comparison to experi- 
mental data for verification of the model.  The geometry of the situation is modeled 
deterministically; the resulting error characteristics are described in statistical 
terms.   The use of statistical means and probability distributions brings up a 
point on the general use of statistical methods.  Very often the use of statistical 
methods is viewed as an inability to solve a problem "exactly."  In fact the oppo- 
site is true.  A random quantity can be considered as found when not only its 
mean value but the entire probability distribution about this mean value is known. 
In certain rare and usually idealized cases this probability distribution is such that 
the mean value is, in the limit, the only value the quantity may assume and in this 
case the quantity is no longer random.   In this special case of a single value 
instead of an entire distribution, we have a (so-called) "exact" solution; this is of 
course much easier to find than the statistical solution which includes the exact 
solution as a special case. From this point of view the two opposites are not 
"statistical" and "exact solution." but "general, statistical solution" and 
"idealized limited case." 

In the multipath environment it is very often possible to make simplifying assump- 
tions which will lead to tractable mathematical models.   In lieu of experimental 
data one must reason "a priori" and derive the autocorrelation function which is 
defined as 

i ^r^UnJf-i      X(t+T)X(t)dt (29) 

-T 

If experimental data is available on the time history of the error it is possible to 
derive the power spectral density (using Fast Fourier Transform techniques) and 
then to approximate it by a meromorphic function so that the autocorrelation func- 
tion can be derived.  If the error sources are to be used in a real-time computer 
simulation the autocorrelation function can be used to determine the "whittening- 
fllter."  The basic idea of the procedure is to calculate the transfer function of a 
linear Alter which would convert white noise into noise with the specified corre- 
lation function and then to use the transfer function of the linear filter expressed 
as a recursion relationship to compute the discrete errors.   The filter, in order 
to generate a stationary random output, must be operating in the "steady state" 
i.e., it must have had an input of white noise for all n 2-«.  However, for com- 
putational purposes the input sequence must begin at n=0.   Therefore the correct 
"initial conditions" must be derived so that the covariance matrix is the same as if 
the filter were operating in the steady state.  This method while not only being an 
accurate method for generating random errors is also computationally efficient 
since the errors are computed recursively. 

Every effort should be made to accurately model the electromagnetic wave in space, 
both the direct and reflected components.   In simple cases, the geometric optics 
method may be valid for the problem.   Very often, however, the physical optics 
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approach baaed on a solution of the wave equation will have to be used. However 
an exact solution of the wave equation for an actual problem is usually so difficult 
that it is impractical, therefore approximation methods must be used. 

By modeling the multipath geometry and electromagnet wave accurately the result* 
ing errors can be derived and simulated on a digital computer.  This approach 
involves a deterministic evaluation of the geometry and wave in order to derive 
the stochastic error sources. 

4.0   CONCLUSIONS 

Results of the preliminary study presented in this report indicate that electromag- 
netic interference (EMI) could result in significant errors (20 dB or more) in the 
PAMS measurements.  These errors will be a function of both frequency and 
direction and could result in apparent lobes at specific frequencies and directions. 
If the electromagnetic environment existing at the PAMS site is known, errrors 
resulting from EMI can be easily avoided by proper selection of test frequencies 
and flight profiles. 

Propagation effects resulting from terrain or obstacle reflections or screening 
can also result in significant effects on PAMS measurements. Multipath propa- 
gation conditions can produce variations, which may be on the order of 20 dB, 
from the free space pattern. Although propagation effects are significant, it is 
emphasized that they are typical of operational conditions. Therefore, what is 
required is a "calibration" of the propagation effects in different flight test areas 
around the PAMS site so that the results obtained may be properly interpreted. 
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APPENDIX IV 

RADAR CROSS SECTION (RCS) CAPABILITIES OF 
THE PRECISION ANTENNA MEASUREMENT SYSTEM (PAMS) 

1.1 INTRODUCTION 

This engineering report presents the results of an analysis on the radar cross 
section capability of the Precision Antenna Measurement System (PAMS).  The 
report covers the present RCS capabilities and investigates methods for expanding 
the system to include the measurements of cross section distribution and density as 
well as J/S ratios.   Some conclusions are drawn from the analyses and recommen- 
dations made. 

2,1 BACKGROUND 

The PAMS was developed by Actron for the Rome Air Development Center [l] for the 
evaluation and calibration of RF radiating systems and RCS measurements under 
dynamic conditions.  The PAMS is slaved to an AN/FPS-16 track radar and monitors 
and records the RF emitting characteristics of the electronic systems under test as 
a function of vehicle position and attitude.   In addition, the PAMS can receive scat- 
tered and reflected energy from the vehicle when the FPS-16 is operating in the 
skin track mode. 

The system operates over the frequency range of 0.1 GHz through 18 GHz in either 
a CW. AM, FM, or pulse mode with any polarization. The system can monitor and 
record data on up to 12 frequencies with either both linear or both circular polari- 
zations simultaneously throughout the operating range. The data is reduced and 
plotted as a radiation pattern relative to the vehicles heading in Effective Radiated 
Power (ERP). When required, the RCS of the vehicle can be plotted in db above a 
square meter. 

In order to determine the vehicle attitude, auxiliary equipment was developed. 
The Airborne Monitoring System measures and records heading, roll, and pitch 
throughout the flight test.  This data is merged with data acquired on the ground 
to present the actual conditions of the vehicle during flight. 

3.1 RADAR CROSS SECTION TECHNICAL DISCUSSION 

As described above. the PAMS monitors and records amplitude and frequency data 
from both active and passive targets.   This report will be concerned with both the 
passive - radar reflections - and dynamic - jam to signal ratio (J/S) - modes of 
operation. 

3.1 1     Radar Cross Section (RCS) 

Radar cross section Is simply the determination of the reflectivity of a target when 
the target is illuminated with an electromagnetic wave of a given polarization and 
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frequency.   In other words it is the area which intercepts that amount of power 
which when scattered equally in all directions , produces a return at the receiver 
equal to that from the target and is expressed as 

RCS «c«  Power reflected toward source/unit solid angle 
Incident power density/4 

and the experimental definition is given by 

(4T)3RS 
cr f (1) 

PtGtV 

when 

R s Range in meters 

P a received power in dbm 

P s transmitted power in ab 

G a received power in dbm 
G    »     gain of receive antenna in db r 

r   «     free space wavelength in meters 

Radar cross section is designated in square meters or by square wavelengths. 
However, due to the large variation of RCS over a wide dynamic range, the com- 
mon format used to express RCS is dedbels above one square meter.  The PAMS 
software is configured for this format of RCS. 

Typically, with most complex radar targets such as aircraft, ships, and terrain 
the RCS does not have a simple relationship to physical area. However, in gen- 
eral the larger the target size. the larger the cross section is likely to be. 

3.1.2     Dynamic Radar Cross Section 

This report will be concerned witli the RCS of a target in free tlight.   Dynamic 
reflectivity measurements have become increasingly important in the last several 
years due to the difficulty in scaling some of the rv^w exotic absorbing materials. 
conductivity, and other measurement parameters.   In addition. there is the need 
to compare data taken in a dynamic environment with that of a controlled static 
environment.   It is also desirable to be able to predict the characteristics of an 
unknown dynamic target using the parameters of a known äxed target.   Dynamic 
measurements also eliminate the need for target supports and the errors associated 
with them, and ensures that the distance between the transmitter md :hö target is 
great enough so that a plane wave can be assumed at both the target and receiving 
antenna. 
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When making dynamic radar cross section measurements. it is mandatory that 
the targets attitude be known throughout the measurement period in order to 
know the exact aspect angle of the target and correlate perturbations in the data. 
Four parameters of the target aircraft which must be known are the heading, 
pitch, roll» and altitude.   In addition the azimuth and elevation angles as well 
as the slant range from the radar to the target are required to completely define 
the aspect of the vehicle relative to the illuminating radar.   This problem has 
been solved with the Airborne Monitoring System (.VMS) developed by Actron 
for the Rome Air Development Center [2 !.   The AMS has a two-axis platform to 
derive the heading, pitch, and roll of the aircraft, a barometric altimeter, and 
a signal processor to convert the analog data to a digital format for storage on 
a seven track digital stepping recorder.  A time code generator is Included to 
put timing marks on the tape for correlation with data acquired by the PAMS. 
After the flight the tape is merged with the PAMS data acquisition tape to provide 
exact ^pect information. 

3.1,3     Active Radar Cross Section Measurement 

It has already been stated that RCS is the result of illuminating a target with an 
electromagnetic wave, part of which is absorbed by the target as heat and the 
remainder scattered in many directions.  The energy backscattered toward the 
receiver is the RCS which is addressed by this report.   There is another distinc- 
tion which must be made.  This is the difference between an RCS measurement and 
RCS distribution.  The difference is based on the resolution cell size of the illumi- 
nating signal.  Any target which fits within a resolution cell is considered a point 
target and the measurement is referred to as a total radar cross section.   If the tar- 
get is larger than a resolution cell, the results are classified as an RCS distribution 
measurement.   Both chaff and aircraft can fall into either classification depending 
on the size of the resolution cell.  However, this report will be primarily concerned 
with the total cross section measurement.  The configuration of PAMS is shown in 
figure 1. and the geometry of the aspect angle and direction is shown in figure 2. 

As can be seen from figure 1. the PAMS has a bi-static geometry, i.e.. the trans- 
mitter and receiver are separated by some distance: however, if the baseline 
distance is small with respect to the range from the transmitter to the target a 
pseudo monostatic condition will exist.  V^h^n the baseline becomes signifieant 
with respect to the target range the bi-static anr*e (3 (shown m figure I) has to be 
incorporated ir^to the range equation(1) and the range parameter R"* has to be modi- 
fied to Rj" K^- where R? is the range co the target from the transmitter and R^ is 
the range from the target to the receiver antenna.   The bi-ststic cross section will 
be different irom the mono-static case where th« transmit and reflected rays are 
parallel to each other.   In the bi-static case the reflected energy has a different 
aspect angle and is mad« up of a different set of scatterers due to the complex geom- 
try of an aircraft and polarization trftasformaciors,   Consequently, it is necessary 
to ensure that the range Is great enough to minimize the effect of the bl-statlc 
angle.   There is no fixed miramun range since ehe reflected energy is dependent 
upon the target geometry as well as the range.   Therefore, it will be necessary to 
review the requirements and target g«-ümetry pnor :o each :^st w:th the present 
PAMS configuration. 
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The following paragraphs will discuss th« effects of frequency and polarization in 
radar cross section, calibration requirements, and JS measurements. 

3.1.4     Frequency and Polarization 

It is well known that radar cross section is a function of target shape, material. 
aspect angle, ireovency, and polarization of the transmit and receive antennas. 
The target has ärenuency dependent characteristics due to the target conductivity, 
absorbing properties. and size relative to the wavelength used in the measure- 
ment .   With the frequency diversity capability of today's modern radars it is very 
dssli-able to relate a target's cross section as a function of frequency.   This data 
will give rise to the detectability of the target over a frequency range of interest and 
will give the system designer data for enhancing the RCS or decreasing the detec- 
tion probability depending on specific requirements.   The capability of the PAMS 
to perform measurements over the frequency rang« from 0.1 GHz to 13 GHz makes 
it a useful tool to analyze the frequency characteristics of a target. 

The polarization of transmitted wave also plays an important role In RCS measure- 
menu.  In fact when a target is viewed at a single aspect angle and a single fre- 
quency the RCS is highly dependent on polarization.  This dependence has led to 
numerous investigations and measurement programs to determine exactly what role 
the polarization plays in RCS,  Some of the earliest contributors were Sinclair [ 3] 
and Kennaugh [ 4 !.  Sinclair related the scattered or returned field Er, to the 
Incident field & by the equation 

Er • KAE1 (2) 

where K is a function of the range and A is the scattering matrix with the form 

/AiiAn\ 
A   «( ) (3> 

\AnA     / 

The an term is s function of aspect angle and frequency and is generally complex. 
When Vhe same antenna u used for both transmit and receive A12 " A*«.   The 
analysis assumed that tht distance between the target and the radar was such that 
the transmitted field wan a plane wave.   Kennaugh later extended UM analysis to 
Include the concept of ruil polarisations.   It was shown that when an arbitrary 
target was illuminated ^y two particular polarizations the back scattered energy 
would be orthogonal to the incident polarization resulting in a null.  The relation- 
ship of the null polarizations to each other provided a basis for target designation. 
He extended this work to include linear. Isotropie. and symmetrical targets. 
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Further work by Huynen [5] has resvlted in a technique to evaluate the polarization 
properties of target in the field.  For this»he defines a target scattering matrix 

T-f"XBH'v.) V21 W\v-H  V-V/ 

where H * V is a complex number which is proportional ;o the received horizontally 
polarized component of the returned signal (both amplitude and phase) when the 
target is illuminated with a vertically polarized wave. The measurement of the tar- 
get scattering matrix requires amplitude and phase measurements on a pair of 
orthogonal returns from each jf two orthogonal illuminating polarizations.  In gen* 
eral, any pair of orthogonal polarizations may be used. e.g., right and left hand 
circular polarization, right and left diagonal, as well as vertical and horizontal. 
The instrumentation has to have the ability to measure both amplitude and phase of 
the back scattered return.  In addition, the system requires the capability of trans- 
mitting two orthogonally polarized signals in sequence, and the capability to receive 
and record the orthogonal components of the polarized returns simultaneously. 
Field measurement of the scattering matrix requires a minimum number of two sep- 
arate illuminations.  Data by Huynen indicates that the accuracy of field measure- 
mentü is approximately one to two decibels in amplitude and on the order of 20 
degrees in phase.  The PAMS lacks only the capability to measure the phase ot the 
incoming wave for the determination of the target scattering matrix.  A method of 
incorporating phase measurement into the PAMS will be discussed in Section 4 of 
this report. 

3.1.5     Calibration 

As was previously stated, cross section data is usually presented in decibels rel- 
ative to one square meter.  Therefore it is necessary to calibrate the system so that 
all subsequent measurements made with respect to the designated target are refer- 
enced to one square meter.  Generally, calibration is accomplished by measuring a 
geometry whose characteristics are precisely .mown.  The one geometry which üts 
these requirements is the sphere mainly because the sphere is the only shap^i whose 
cross section is constant regardless of the aspect angle at which the sphere is 
viewed.  A sphere whose radius "a" is large with respect to the measurement 
wavelength will intercept the power contained in an area ra- of the incident w we 
and the cross section of the sphere is thereforeff*?.  Therefore, the RCS of any 
sphere is exactly one-fourth the total surface area provided the radius is large 
compared to wavelength.  Figure 3 illustrates the normalized cross section of a 
conducting sphere as a function of its radius. 

Although it would be desirable to have one square meter spheres for «ach test 
frequency it is obvious that this would be economically impossible due to the 
broad spectrum of frequencies available with PAMS.  Therefore it will be nee- 
essar/ to use a few standard spheres and incorporate correction factors into 
the calculations. 
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Figure 3.  Normalized Cross Section of a Conducting Sphere 

To properly calibrate the PAMS for RCS, a test sphere should be measured before 
and after each test flight.  In addition to the primary calibration it is useful to have 
a secondary standard which could be used to check the calibration during the test 
program.  This can be accomplished by using an isolated tower, water tank. etc., 
which is convenient and permanently located at a distance of several miles.   If the 
value of the secondary or transfer standard is plvt-id relative to the sphere, the 
standard can be used to check the initial calibration throughout the test - provided 
there are no significant changes in the weather. 

3.1.6     J/S Measurements 

The ability to measure J/S ratios is needed to evaluate airborne jammers and sys- 
tem performance with respect to the location of the jamming antennas.  In order to 
successfully evaluate jamming systems it is necessary to have the ability to accu- 
rately separate the J and S parameters.  The technique used depends on what type 
of jammers are used, i.e., repeaters or transponders.  There are three methods 
which can be used to obtain the J and S values [6 1.  The first two deal with the 
repeater technique and the third is used with transponders.  The first method is 
to double pulse the target.  The first pulse is repeated by the jammer yielding the 
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J > S value while the second pulse strikes the target with the repeater inhibited 
which yields the value of S only.  This method loses some of its accuracy for low 
J/S values.   However, in the case of repeater jammers , low J/S ratios are of little 
consequence.   The second method uses an internal delay in the repeater to keep it 
from responding to the track radars initial track pulse, thereby permitting the J 
and S parameters.   This technique can Introduce frequency spreading due to the 
delay» thereby reducing the transmitted power.   Therefore, precautions must be 
taken to ensure that the power reduction is minimal or laboratory measurements 
will have to be made on this to derive a correction factor which must be added to 
the measured data.   The most efficient J/S measurements are obtained with trans- 
ponders that can be interrogated by the track radar.   The transponder can be 
adjusted to delay its response for a required period after the receipt of the inter- 
rogating pulse train.  This permits the J and S to be extracted without the intro- 
duction of accompanying errors.  This approach yields the best results and is. in 
general, very repeatable.   The evaluation of noise jammers can be accomplished 
by keeping the track radar out of the frequency band of the jammer.  This intro- 
duces some offset in the J/S measurement/ however, In most cases this should not 
be serious.  If it is necessary to perform the S measurement inside the noise jam- 
mers bandwidth it will be necessary to key the jammer on and off so that the S 
parameter can be derived.   In all the cases described above the results are related 
to the radar used in the test.   If the results are to be applied to a specific threat 
radar they must be adjusted mathematically before they can be used. 

In the past ail measurements made with the PAMS have neglected the effect of atmo- 
spheric attenuation.   However, in the case of J/S measurements the atmospheric 
attenuation should be taken into account since the J signal is reduced by l/R" 
while the S signal varies as l/R4.   Consequently, the results can have significant 
error introduced at the higher frequencies.   In order to evaluate the effect of the 
attenuation we will modify equation (1) as follows: 

P  aG r2(T     . -j 
P.   a   S   3      t     t    .    4       * W 

where the term e "      is the attenuation for two way transmission [7 1.   In order to 
derive the value of the attenuation coefficient a we take two measurements on a 
calibration standard at ranges R. and R2. where R,, > R..   This gives a ratio of 
S./S^ which is expressed as 

ft 4 *~2aR* R*,   e I 

'1 

and solving for a we get 
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This can be calculated by the PAMS data acquisition system after the initial calibra- 
tion has been made.  We can now evaluate the effect of atmospheric absorption on 
the J/S ratio.  Taking the equation for J we have 

j. !iW!e-«R (9) 

then taking the ratio of J/S we have the following 

P.G.IffR2     - 

Equation (10) shows the effect of the attenuation introduced by the atmosphere.  To 
convert this measurement to a free space condition requires the factor e'0^ be 
added to the results.  For frequencies above I band the atmospheric conditions 
can introduce an unknown variance of ±3 db into measurement. 

The following section describes the changes which will enhance the RCS and J/S 
measurement capability of the PAMS.  In addition 4o Ka^dwara modifications me 
system will require additional software to support the measurements. 

4.1 PAMS SYSTEM MODIFICATIONS 

The preceding sections have discussed a number of radar cross section parameters 
and J/S measurements.  This section will discuss some of the improvements which 
can be made to PAMS to enhance its overall capability in measuring, calibrating. 
and evaluating airborne electronic systems. 

4.2 PAMS PRESENT CONFIGURATION 

In its present configuration the PAMS can be used in a variety of measurement 
programs without any hardware modiflcations.   Typically the following applications 
are well within the present capability of the system.   ^However, new software will 
have to be developed and existing software modified to incorporate new constants 
and measurement techniques). 
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1. RCS vs Aspect on aircraft 

2. Total RCS of chaff 
3. Frequency diversity 

4. Polarization diversity 

5. Glint on aircraft 
6. Bistatic responses on aircraft and chaff 

The principal limitation of the present configuration of PAMS is the lack of range 
resolution, particularly in chaff measurement applications.   However, of all the 
modifications which will be discussed here, that is the simplest to incorporate. 
Range gating can be accomplished simply by adding PIN diode switches in the 
receiver input.  The switch can be turned on (high attenuation position) by using 
a sample of the transmitted pulse for triggering a gate pulse generator to drive the 
switch.  The switch can be turned off (low attenuation position) by using a signal 
from the range gate return from the FPS-16 track radar.  This will ensure out of 
gate rejection of unwanted signals by up to 80 db. depending on the switch char- 
acteristics .  This will provide the range resolution required for strong RCS sig- 
nals at short ranges. 

4.3 TWO PEDESTAL CONFIGURATION 

As previously described in earlier sections the PAMS is slaved to an EPS-16 track 
radar which provides both position data and range and acts as the illuminating sig- 
nal for RCS measurements.  The configuration of the EPS-16 and PAMS results in a 
bistatic geometry with a baseline of approximately 600 feet.  This system works 
moderately well as long as the range to the target is great enough to minimize the 
biatatic angle.  The one drawback is that it operates over a very narrow frequency 
range in G Band.  To cover a broad frequency would result in a multiplicity of 
radars each operating over a narrow band.  While this approach would extend the 
MaafuaibS-* of the system .the instrumentation interface problems could become 
extremely complicated and there would still be holes in the frequency coverage. 

The problem was analyzed and two approaches evaluated.   The first of these was 
the modification of the present system to incorporate both transmit and receive 
functions.  This would be accomplished by removing one or more of the receiver 
drawers and replacing them with transmitter systems.  While this approach had 
certain advantages in reducing the timing, control, and synchronization problems, 
it would require a number of other modifications.   Principal among these would be 
the requirement to change over to higher power handling transmission lines and 
antenna feeds.  This would be a major modification and broadband high power 
antenna feeds are difficult to realize over the entire frequency spectrum of PAMS. 
In addition, there was the problem of having to operate with the same antenna 
characteristics.  This was particularly true where narrow beamwidths were 
required at the lower frequencies for RCS distribution measurement.  There was 
also the loss of frequency coverage due to the loss of one or more receivers to 
make room for the transmitters.   Consequently this approach was abandoned In 
favor of a two pedestal system. 
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The two pedeatai concept offered some significant advantages which more than out- 
weighed some of the added interface difficulties.  Principal ot these w^is the ability 
to use the full receiver capability of the PAMS.   In addition, up to four transnni 
frequencies could be employed simultaneously.  Another advantage which was made 
possible by the two pedestal system was the ability to incorporate higher gain 
antennas with the transmit system.   This would result in either a reduction in 
required transmitter power for a given range or an increase in range for a given 
power level. 

The recommended location for the transmit pedestal is next to the PAMS on the same 
platform.  This has the effect of reducing the bistaüc angle essentially to zero and 
results in a quasi-raonostatic system.  The interface between the two systems is 
also simplified when they are colocated in this manner.  The main disadvantage 
from this geomotry is the loss of coverage by the PAMS which would eliminate, 
particularly, overhead and nearby parallel üybys from flight planning.  This 
deficiency could b* eliminated by designing the transmit system to be lowered out 
of the way when not in use.  However, the economics involved make this approach 
somewhat questionable.  The overall range requirements will dictate the final con- 
figuration; therefore, the system geometry will not be pursued any further here. 

The addition of a separate system for the transmitters results in a three pedestal 
configuration with both the PAMS receive and transmit systems being slaved to the 
FPS-16 track radar.   The parallax correction program will have to correct for the 
parallax In both pedestals.  Consequently. extreme care must be taken to ensure 
that the servo loops of both units are matched in order that the two pedestals track 
each other smoothly.   If there is any overshoot or delay between the two. signifi- 
cant errors will be introduced into the measurement. 

It is anticipated that the transmit system will utilize tuneable magnetrons in the 
SO KW to 100 KW peak power class.  A universal modulator will provide the oper- 
ating power for the magnetrons along with the capability to set the pulse width and 
pulse repetition rate over a reasonable set of limits.  The actual radiated power 
requirements for the system are investigated in the following paragraph. 

4.4 POWER REQUIREMENTS 

A brief analysis was made to determine typical power levels required to measure 
radar cross section in the range from 2 square meters to 20 square meters out to a 
range of 35 ,000 yards.  A frequency of ö GHz was chosen as being representative 
of a large number of measurements.   For this frequency the PAMS antenna has a 
gain of approximately 31 db. and a transmit antenna of 40 db was assumed.   The 
calculations were made using equation (1) and did not include any correction for 
atmospheric effects.   The results are shown in figure 4.   The same data was 
plotted in a different format to show the RCS in square meters as a function of 
transmit power for four fixed ranges and is illustrated in figure 5.   The ability to 
utilize higher gain antennas was emphasised in the calculations.   Had the same 
gain be used for the transmit anterjia as that for the receive antenna the power 
would have to be increased by a factor of eight.   However, caution must be exer- 
cised when specifying transmit gain in order to avoid very narrow beamwidths 
when the measurement does not require them.   Too narrow a beamwdith can intro- 
duce glint and scintillation into a total RCS measurement due to the target slipping 
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in and out of the pattern coverage.  The two-pedestal concept does allow for the use 
of high gain. narrow beam antennas when RCS distribution measurements are 
required on aircraft or chaff.  A systems study will have to be performed when the 
long range requirements for the system are specified in order to make tradeoffs 
with performance and cost to arrive at the optimum configuration. 

4.5 PHASE MEASUREMENTS 

The PAMS does not currently have the capability to perform phase measurements, 
This deficiency limits the type of measurements which can be performed with the 
PAMS.   Without the ability to measure phase it is not possible to perform high reso- 
lution doppler measurements or to define the scattering matrix.  To add this capa- 
bility to the PAMS will require some extensive modifications to the existing system. 
The basic requirements for a phase measuring system is illustrated in figure 6. 
This concept is related to that of an MTI radar with the exception of the pulse to 
pulse sequence between the horizontal and vertical feeds.  The transmitter section 
is indicated as shown inside the dashed line of figure 6.  The rest of the block dia- 
gram is part of the PAMS receiver.   If scattering matrix data is not required. the 
switch between the horizontal and vertical antennas can be lef: in the desired 
polarization. 

It was assumed that the transmitter would employ a magnetron.   Since a magnetron 
is a pulsed amplifier which has no phase coherence between consecutive pulses, a 
phase reference must be established for each pulse. This is accomplished by taking 
a sample of the transmitted pulse and mixing it with the output of a stabilized local 
oscillator (stalo) and then using the resultant pulse to phase lock the coherent 
oscillator (coho).  The coho then becomes the reference oscillator for the received 
signals.  The received signals are mixed with a local oscillator which is phase 
locked to the stalo and then compared in phase with the coho in a phase detector. 
The output of the phase detector is proportional to the phase difference between the 
two input frequencies to the mixer preamp, while the output of the amplitude 
detector is proportional to the target echo signal referenced to the coho signal. 
Calibration of the amplitude of the reference coho signal in terms of radar cross 
section at a given range provides radar cross section data for the target. 

In order to obtain the scattering matrix of a given radar target, amplitude. and 
phase data for horizontal and vertical polarization combinations must be mea- 
sured [ 5 ].  This can be accomplished by alternately feeding the vertically and 
horizontally polarized antennas.  Scattering matrix data can be gathered on a two- 
pulse basis by exciting the vertically polarized antenna on one pulse, and the 
horizontally polarized antenna on the next pulse. each time obtaining vertically 
and horizontally amplitude and phase daU*. 

As can be seen from figure 6. the incorporation of phase measurement capability 
entails some extensive modifications.  An alternate method to achieve some phase 
measurement capability would bo to use one of the dual channels in the receive, as 
a reference channel by coupling off a portion of the transmitted signal and then 
phase locking the second channel to the reference.   Phase detection capability 
would still hive to be added; however, the modification is still less complex.   One 
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Figure 6.  Phase Measurement System 

disadvantage with this approach is that the polarization diversity is lost. Whether 
or not this would be acceptable is totally dependent on the particular requirements 
of a flight test program. 

There is one more modification that may be considered.  It does not incorporate 
phase measuring capability; however, it extends the polarization diversity of PAMS 
to include right and left hand diagonal polarizations.   This can be accomplished by 
replacing the existing polarization network with the one pictured in figure 7.   The 
switching network which Is shown allows any two orthogonal polarizations to be 
selected.  The switches could be programmed to provide a commutator effect with 
all major polarizations being sampled during the test.   The combination of hybrids 
and switches provide excellent isolation between the two channels. 
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} 
The optimum configuration for enhancing the radar cross section measurement capa- 
bilities will be dependent upon mission requirements for the next several years. 
Some or all of the modifications described in this section could be incorporated into 
the PAMS when the need for a particular measurement capability arises. 

5.1 CONCLUSIONS 

This report has covered the primary requirements for a number of various measure- 
ments involving the determination of radar cross section.   In addition the ability of 
PAMS to perform these measurements was evaluated for its present configuration. 
Several modifications to extend the enhance the PAMS RCS capabilities were ana- 
lyzed.  For the majority of croas section measurement, phase data is not required. 
Only those cases involving high resolution doppler measurements and the deter- 
mination of the target scattering data was phase information an absolute necessity. 

The optimum configuration both from an operational as well as an economic stand- 
point appears to be the addition of a separate transmitter pedestal colocated with 
PAMS.  The addition of range gating and polarization diversity enhancement results 
in a system capable of performing the majority of reflectivity measurements that 
will normally be required.  The ability to handle phase measurements can be incor- 
porated into the system when the need arises. 

Ill 



REFEaENCES 

Precision Antenna Measurement System - Final Technical Report RADOTR-73- 
233   AD 91S-581L 
PAMS Airborne Instrumentation - Final Technical Report RADC-TR-74-174 
AD 922-537L 
G. Sinclair. "Modification of the Radar Range Equation for Arbitrary Polariza- 
tion." Ohio State university. Antenna Laboratory Report 302-19. Sept. 1948. 
E. M. Kennaugh. "Polarization Properties of Radar Reflections,n Ohio State 
University. Antenna Laboratory Report 389*12. March 1952. 

J. R. Huynen. "Measurement of the Target Scattering Matrix." Proceedings of 
the IEEE. Volun; S3. No. 8. pp 936 - 954. August 1965 
J. Seale. NATO Patrixent River. Md. Private Communications 
M. I. Skolmk. "Introduction to Radar Systems," pp 540 - 546. McGraw Hill 
Book Co.. 1962 

BIBLIOGRAPHY 

Radar Reflectivity Measurements Symposium Vol I RADC TDR-64-25 
AD 601-364 April 1964 

Radar Reflectiveiy Measurement Symposium Vol. II RADC-TDR-64-26 
AD 601-365  April 1965 

3. Proceedings of the !E£E - Special Issue on Radar Reflectivity 
4. J. W. Crispin. Jr. and K.M. Siegel ^Methods of Radar Cross Section 

Analysis" . Academic Press. 1968 
5. M. I, Skolnick. "Radar Handbook'1. McGraw Hill 1970 
6. 0. K. Barton. "Radar System Analysis". Prentise-Hail Inc. Ap:nl 1965 

D.E. Kerr. "Propagation of Short Radio Waves". Vol. 13 Rad Lab Sere« 
McGraw Hill 1951 

u: 




